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Abstract

The sparse approximation model, also known as the sparse coding model, represents signals as linear combinations of only a small number of elements (atoms) from a dictionary. This model is used in many applications of signal processing, machine learning, and computer vision. In many tasks, the use of dictionaries adapted to signal domains has led to significant improvements. The process of finding domain-adapted dictionaries is called dictionary learning.

Structured sparse approximation and dictionary learning has been successfully used in applications such as image fusion, where it is required to find correlated patterns in multi-measure and multimodal signals. Image fusion is the problem of combining multiple images, for example, acquired using different imaging modalities, into a single, more informative image.

A shift-invariant extension of the standard sparse approximation model that can describe the entire high-dimensional signals is referred to as convolutional sparse coding (CSC). It has been demonstrated in several studies that the CSC model is superior to its standard counterpart in representing natural signals such as audio and images.

A majority of the leading CSC and CDL algorithms are based on the alternating direction method of multipliers (ADMM) and the Fourier transform. There is only one significant difference between these methods, which is in the way they address a convolutional least-squares regression subproblem. In this thesis, we propose a novel solution for this subproblem that improves the computational efficiency of the existing algorithms. Additionally, we present an efficient ADMM-based approximate online CDL algorithm that can be used in applications that require learning large dictionaries over high-dimensional signals. Next, we propose new methods and develop computationally efficient algorithms for learning correlated features (called coupled feature learning (CFL) in this thesis) in multi-measure and multimodal signals based on sparse approximation and dictionary learning. The presented CFL algorithms potentially apply to signal and image processing tasks where a joint analysis of multiple correlated signals (e.g., multimodal images) is essential. We also propose CSC-based extensions and variations of the proposed CFL algorithm. Based on the proposed CFL methods, we develop multimodal image fusion algorithms. Specifically, the learned coupled dictionary atoms, representing correlated visual features, are used to generate unified enhanced images. We address multimodal medical image fusion, infrared and visible-light image fusion, and near-infrared and visible-light image fusion problems.

This thesis contains representative experimental results for all proposed algorithms. The effectiveness of the proposed algorithms is demonstrated based on comparisons with state-of-the-art methods.
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1. Introduction

The sparse representation model has been used in a variety of applications of signal and image processing, machine learning, and computer vision [1–4]. This model approximates a signal using a linear combination of only a small number of columns (referred to as atoms) of a matrix (called dictionary). The sparse approximation problem (also referred to as the sparse coding problem) can be formulated as

$$\min_{x} \|x\|_0 \quad \text{s.t.} \quad \|Dx - s\|_2^2 \leq \epsilon,$$  \hspace{1cm} (1.1)

where $\|\cdot\|_2$ represents the Euclidean norm and $\|\cdot\|_0$ is an operator that counts the number of nonzero entries of a vector. Moreover, $D \in \mathbb{R}^{N \times K}$, $x \in \mathbb{R}^K$, $s \in \mathbb{R}^N$, and $\epsilon$ represent, respectively, the dictionary, sparse representation vector, signal, and the upper bound on the approximation error. Problem (1.1) is non-convex and NP-hard. However, it can be addressed using (sub-optimal) greedy methods [5,6] or based on convex relaxation [7–9].

In many applications, the use of the sparse representation model along with a learned overcomplete dictionary has led to remarkably improved results. A learned dictionary is expected to lead to more accurate and sparser representations of its domain signals. The dictionary learning problem is commonly addressed using alternating optimization with respect to the sparse representations and the dictionary based on a training dataset [10,11]. The dictionary optimization problem can be formulated as follows

$$\min_{D} \sum_{p=1}^{P} \|Dx^p - s^p\|_2^2 \quad \text{s.t.} \quad \|D(\cdot, k)\|_2 = 1, \; k = 1, \ldots, K,$$  \hspace{1cm} (1.2)

where $\{s^p\}_{p=1}^{P}$ is the training dataset, and the unit-norm constraint on the atoms is used to avoid scaling ambiguities. The dictionary learning problem can also be addressed using an online approach, where the dictionary is optimized incrementally after observing each training signal and finding its sparse representations. This approach is referred to as online dictionary learning [12].

Dictionary learning and sparse approximation are typically used for extraction and estimation of local patterns and features in high-dimensional signals (e.g.,
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images). This usually requires a prior decomposition of the original signals into vectorized overlapping blocks (e.g., patch extraction in image processing). However, ignoring the relationships between the neighboring blocks results in multi-valued sparse representations and learning dictionaries containing similar (shifted) atoms.

Convolutional sparse coding\(^1\) (CSC) provides a single-valued and shift-invariant model that can describe the entire high-dimensional signal. In this model, matrix-vector product \(Dx\) used in the standard sparse approximation is replaced by a sum of convolutions of dictionary filters and convolutional sparse representations (also called sparse feature maps) [13–17]. Several studies have shown that the convolutional sparse representation model significantly improves on its standard counterpart in describing natural signals such as audio and images [18–23]. However, most existing CSC and convolutional dictionary learning (CDL) algorithms have high computational costs, limiting their use to tasks including only low-dimensional signals and small datasets.

Learned dictionary atoms are commonly used as representational (e.g., visual) features to address problems that entail signal reconstruction. For example, pairs of atoms in coupled learned dictionaries are used to capture the correlated visual features in multi-measure and multimodal images. This is specifically useful for addressing different image fusion tasks. Image fusion refers to the problem of merging the information from multi-measure images or multiple images captured using different imaging sensors into a single high-quality and more informative image [24].

Over the past few years, deep learning methods have shown impressive results in various signal processing tasks, including image and speech recognition, natural language processing, and audio signal processing. These methods use large-scale neural networks to learn highly complex signal patterns, delivering state-of-the-art performance in many applications. Deep learning methods usually rely on large collections of training data. Nevertheless, although deep learning methods have become increasingly popular, sparsity-based models, such as sparse representations and dictionary learning, still have an essential role in signal processing, particularly in scenarios with limited access to the domain data or where interpretability and explainability are critical. In this thesis, we deal with such problems (image fusion) where the use of sparsity-based models is justified by the need for interpretability, limited availability of training samples (especially, in medical imaging), and also by performance superiority.

\(^1\)The term convolutional sparse coding has been used to describe both convolutional sparse approximation and convolutional dictionary learning problems in some literature. In this thesis, we use this term only to refer to the convolutional sparse approximation problem.
1.1 Objectives

The main objective of this thesis is to develop effective and computationally efficient algorithms based on sparse representations and dictionary learning for extracting correlated features in multi-measure and multimodal images (high-dimensional signals with grid-like structures, in general). We also focus on developing effective image fusion methods based on the extracted correlated features in the images by using them to generate a unified reinforced representation. Furthermore, this thesis aims at developing computationally efficient CSC and CDL algorithms that can be applied to large-scale signal and image processing problems.

1.2 Contributions

• In Publication I, a simple but effective and computationally efficient method for coupled dictionary learning based on joint sparse approximation has been developed. In coupled dictionary learning, the relations between two correlated datasets (for example, representations of the same signals in different modalities or with different qualities) are captured using pairs of corresponding atoms in a set of dictionaries.

• In Publication II, a multifocus image fusion method based on our coupled dictionary learning algorithm has been presented. In particular, coupled dictionary learning is used to learn the mappings between focused and blurred image patches. Then, the learned focused-blurred coupled dictionaries are used to classify the relations between pairs of patches taken from the same locations in multifocus images.

• In Publication III, a computationally efficient method for the convolutional least-squares (LS) regression problem has been presented. Based on the proposed method, efficient ADMM-based CSC and CDL algorithms have been developed. In addition, we have developed an efficient algorithm for CSC in the Fourier domain with a constraint on the approximation error.

• In Publication IV, the coupled dictionary learning problem has been extended to coupled feature learning (CFL) in multimodal images. CFL decomposes the multimodal images into their correlated and uncorrelated components. The correlated components are estimated using a modified coupled dictionary learning method based on simultaneous sparse approximation (SSA). In SSA, the correlated signals are approximated using sparse representations with identical supports. This CFL model is more consistent with the characteristics of the multimodal images since the same objects can appear with varying levels of visibility in images taken using different imaging modalities. The
uncorrelated components are estimated using a constraint based on the Pearson correlation coefficient. A CFL-based multimodal image fusion method has been proposed based on the most significant representations of correlated components as well as the uncorrelated components from both input images. We have applied this method to multimodal medical and infrared-visible image fusion problems.

• In Publication V, a convolutional CFL method has been proposed where the correlated components are captured using a pair of coupled convolutional dictionaries and joint convolutional sparse representations, while the modality-specific components are estimated using a common dictionary and separate (unique) convolutional sparse representations. The resulting optimization problem has been addressed using the alternating direction method of multipliers (ADMM). The proposed convolutional CFL method has been applied to multimodal medical, and infrared (IR) and visible light (VL) image fusion problems.

• In Publication VI, we have presented a convolutional CFL method based on convolutional SSA with applications to the near-infrared (NIR) and visible-light image fusion problem.

• In Publication VII, an efficient ADMM-based online CDL (OCDL) algorithm based on approximate sparse components (ASCs) has been developed. The computational cost of the proposed method is dramatically lower than that of the other available CDL methods, making it ideal for tasks requiring CDL over large-scale data.

• In Publication VIII, we have provided a comprehensive presentation of the OCDL method in Publication VII, including detailed derivations, new algorithms, and more extensive experimental results.

• The codes for all algorithms developed in this thesis are available online at https://users.aalto.fi/~ghorbaf1/.

1.3 Thesis Structure

The remainder of this thesis is organized as follows. Chapter 2 briefly reviews the existing CSC and CDL algorithms and presents the methods proposed in Publications III and VII. In Chapter 3, we discuss the CFL algorithms proposed in Publications I, V, IV and VI. Chapter 4 provides an overview of the image fusion literature and presents our CFL-based image fusion methods proposed in Publications IV, V and VI. Chapter 5 concludes this thesis by summarizing the
main results.

In each chapter, representative experimental results for the proposed methods are presented and compared to state-of-the-art algorithms. All algorithms are implemented using MATLAB. All experiments are conducted on a PC equipped with an Intel(R) Core(TM) i5-8365U 1.60GHz CPU and 16GB memory.
2. Convolutional Sparse Coding (CSC)

The CSC model describes the entire signal \( s \in \mathbb{R}^N \) using a sum of convolutions of the dictionary filters \( \{d_k \in \mathbb{R}^m\}_{k=1}^K \) and convolutional sparse representations \( \{x_k \in \mathbb{R}^N\}_{k=1}^K \), i.e.,

\[
    s \approx \sum_{k=1}^K d_k * x_k, \tag{2.1}
\]

where \( * \) stands for the convolution operator. The use of the convolution operator for a shift-invariant sparse model was originally proposed by Lewicki and Sejnowski in [25] for encoding 1D time-series. Later, Mørup et al. [26] extended the CSC model to 2D images and music data. Numerous studies have sought to find efficient solutions to CSC and CDL problems since then [14–17, 27–35]. The CSC model has been used in a variety of signal processing and machine learning applications, including, signal restoration tasks [19, 22, 23, 36, 37], classification [38–41], image decomposition [42], fault detection [43], anomaly detection [44], source separation [19], and image reconstruction [20].

The CSC problem has been addressed based on local-block (patch-wise) sparse approximation using the existing standard sparse approximation algorithms coupled with a global signal reconstruction constraint [17, 28, 45]. Algorithms for solving variations of the CSC problem with local sparsity penalties based on mixed-norms have been proposed in [33]. Using local sparsity constraints, local priors (such as binary masks and weight maps) can be directly incorporated in the reconstruction of high-dimensional signals. Other solutions to the CSC problem in the spatial domain include the adoption of fast iterative shrinkage-thresholding algorithm (FISTA) [32] as well as convolutional extensions of existing greedy sparse approximation methods [46–48].

A majority of computationally efficient CSC algorithms are based on the ADMM algorithm and partly perform in the frequency (Fourier) domain [14–16, 49–51]. The main difference between these algorithms lies in the way they solve a convolutional LS regression subproblem. In this chapter, we present a novel solution to this subproblem that considerably reduces the computational costs of the most efficient existing CSC and CDL algorithms. The proposed solution to the convolutional LS regression problem is also used to develop an efficient
method that addresses the CSC problem with a constraint on the approximation error. Furthermore, in this chapter, we present an efficient OCDL method that substantially reduces the memory requirements of the existing CDL algorithms and can be used in tasks that require dictionary learning over large images.

2.1 CSC in Fourier Domain

The convolutional form of the standard sparse approximation problem (1.1) can be written as

$$\minimize \sum_{k=1}^{K} \|x_k\|_1 \quad \text{s.t.} \quad \sum_{k=1}^{K} d_k \ast x_k - s \leq \epsilon. \tag{2.2}$$

Typically, problem (2.2) is addressed by solving its unconstrained equivalent

$$\minimize \frac{1}{2} \sum_{k=1}^{K} d_k \ast x_k - s \|_2^2 + \lambda \sum_{k=1}^{K} \|x_k\|_1. \tag{2.3}$$

where $\lambda > 0$ is the sparsity regularization parameter. ADMM breaks the CSC problem into two main sub-problems. One of these sub-problems is a sparse approximation problem which can be straightforwardly addressed using a shrinkage operator. The challenging step is the following LS fitting problem,

$$\minimize \frac{1}{2} \sum_{k=1}^{K} d_k \ast z_k - s \|_2^2 + \rho \sum_{k=1}^{K} \|z_k - w_k\|_2^2. \tag{2.4}$$

where $\rho > 0$ is the ADMM penalty parameter. Based on the convolution theorem, an equivalent formulation of problem (2.4) in the Fourier domain can be written as

$$\minimize \frac{1}{2} \sum_{k=1}^{K} \hat{d}_k \ast \hat{z}_k - \hat{s} \|_2^2 + \rho \sum_{k=1}^{K} \|\hat{z}_k - \hat{w}_k\|_2^2. \tag{2.5}$$

where $\ast$ represents the discrete Fourier transform of a signal and $\odot$ denotes the element-wise multiplication operator. Denoting

$$\delta_n \triangleq [\hat{d}_1(n), \cdots, \hat{d}_K(n)]^T,$$
$$\zeta_i \triangleq [\hat{z}_1(n), \cdots, \hat{z}_K(n)]^T,$$
$$\omega_i \triangleq [\hat{w}_1(n), \cdots, \hat{w}_K(n)]^T,$$ \tag{2.6}

where $^T$ is the (non-conjugate) transpose operator, problem (2.5) can be seen as $N$ independent problems

$$\minimize \frac{1}{2} (\delta_n \zeta_n - \hat{s}_n)^2 + \frac{\rho}{2} \|\zeta_n - \omega_n\|_2^2. \tag{2.7}$$
Equating the derivative of the objective in (2.7) with respect to $\zeta_n$ to zero gives

\[ 0 = \delta_n^* (\delta_n^T \zeta_n - \hat{s}_n) + \rho \zeta_n - \rho \omega_n \]

\[ = (\delta_n^* \delta_n^T + \rho I) \zeta_n - \hat{s}_n \delta_n^* - \rho \omega_n \]

\[ = (\delta_n^* \delta_n^T + \rho I) \zeta_n - (\hat{s}_n \delta_n^* - \delta_n^* \delta_n^T \omega_n) - (\delta_n^* \delta_n^T + \rho I) \omega_n, \tag{2.8} \]

where $(\cdot)^*$ is the complex-conjugate of a complex number.

In Publication III, we used the third line of (2.8) and showed that (2.5) can be solved efficiently using

\[ \zeta_n^* = \omega_n + (\hat{s}_n - \delta_n^T \omega_n) (\delta_n^* \delta_n^T + \rho I)^{-1} \delta_n^* \]

\[ = \omega_n + (\hat{s}_n - \delta_n^T \omega_n) (\|\delta_n\|_2^2 + \rho)^{-1} \delta_n^*, \tag{2.9} \]

where $(\cdot)^*$ denotes the solution to an optimization problem.

The other existing ADMM-based CSC method solves problem (2.5) using

\[ \zeta_n^* = (\delta_n^* \delta_n^T + \rho I)^{-1} (\hat{s}_n \delta_n^* + \rho \omega_n) \tag{2.10} \]

obtained from the second line of (2.8). An efficient method for computing (2.10) based on the Sherman-Morrison formula is given in [16].

In particular, solving problem (2.5) for a batch of $P$ training samples (signals) using the proposed method requires $((4K + 1)P + 3K + 1)n$ flops, while it takes $(7KP + 3K + 1)n$ flops for solving (2.5) using the method of [16]\(^1\), indicating a considerable improvement (leading to the state-of-the-art performance) provided by our method [16].

### 2.2 CSC with a Constraint on the Approximation Error

It is known that for every $\epsilon$, there exists a unique $\lambda$. Nevertheless, the appropriate value of $\lambda$ is dependent on the signal and the dictionary. As a result, despite the fact that the unconstrained CSC problem is more convenient to solve, it is more favorable to address the CSC problem in the constrained form. The standard sparse approximation problem with a constraint on the approximation error has been addressed based on root-finding [52] and the augmented Lagrangian method [53].

In Publication III, we developed an efficient algorithm for solving the CSC problem with a constraint on the approximation error. Specifically, the appropriate $\lambda$ values are found via root-finding by solving a single-variable optimization problem. The main steps of our algorithm are explained as follows.

The constrained CSC problem can be rewritten as

\[
\minimize \{\mathbf{x}_k\}_{k=1}^{K} \left( f(\mathbf{x}_k) \right)_{k=1}^{K} + \sum_{k=1}^{K} \|\mathbf{x}_k\|_1, \tag{2.11} \]

\(^1\)In this thesis, the comparisons are based on the most computationally efficient implementation of the SM method, which entails pre-computing and reusing specific quantities [16].
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where $f(\cdot)$ is the indicator function of the constraint set in (2.3), that is,

$$f((x_k)_{k=1}^K) = \begin{cases} 0, & \text{if } e((x_k)_{k=1}^K) \leq \epsilon \\ \infty, & \text{otherwise} \end{cases}, \quad (2.12)$$

with

$$e((x_k)_{k=1}^K) = \left\| \sum_{k=1}^K d_k \ast x_k - s \right\|_2^2. \quad (2.13)$$

Addressing (2.11) using ADMM leads to the following optimization problem

$$\minimize f((z_k)_{k=1}^K) + \frac{\rho}{2} \sum_{k=1}^K \|z_k - w_k\|_2^2. \quad (2.14)$$

Depending on $(w_k)_{k=1}^K$, the solution to problem (2.14) is either trivial or can be found by solving an equality-constrained optimization problem. This can be written as

$$ (z^*_k)_{k=1}^K = \begin{cases} (w_k)_{k=1}^K, & \text{if } e((w_k)_{k=1}^K) \leq \epsilon, \\ \argmin_{(z_k)_{k=1}^K} \|z_k - w_k\|_2^2 \text{ s.t. } e((z_k)_{k=1}^K) = \epsilon, & \text{otherwise.} \end{cases} \quad (2.15)$$

Using a suitable $\nu$, the problem in the second term of (2.15) can be reformulated as

$$\minimize \nu \sum_{k=1}^K \|z_k - w_k\|_2^2, \quad (2.16)$$

which is similar to the optimization problem in (2.4). Plugging the solution of (2.16) (which can be found using our unconstrained CSC method) into (2.13) gives

$$e((z^*_k)_{k=1}^K) = \frac{\nu^2}{N} \left\| \hat{r} \odot (\nu + \sum_{k=1}^K \hat{d}_k \odot \hat{d}_k) \right\|_2^2, \quad (2.17)$$

where $\odot$ stands for the element-wise division operator and the division by $N$ is required by Parseval’s theorem. Thus, problem (2.14) is reduced to a single-variable optimization problem for finding the penalty parameter $\nu^*$ that satisfies

$$\nu^* = \left\{ \nu \mid e((z^*_k)_{k=1}^K) = \epsilon \right\}. \quad (2.18)$$

This can be addressed, for example, using the bisection method.

The complexity of our constrained CSC algorithm is the same as that of the proposed unconstrained CSC algorithm (both are of $O(K)$). However, the constrained CSC algorithms results in slightly longer runtimes, which accounts for solving the single-variable optimization problem for finding $\nu^*$ in each iteration.
2.3 Convolutional Dictionary Learning (CDL)

A common formulation of the CDL problem is written as

$$\min_{\{(x^p_k)_{k=1}^K, (d_k)_{k=1}^K\}} \frac{1}{P} \sum_{p=1}^P \left( \frac{1}{2} \left\| \sum_{k=1}^K d_k x^p_k - s^p \right\|_2^2 + \lambda \sum_{k=1}^K \|x^p_k\|_1 \right)$$

s.t. $\|d_k\|_2 \leq 1, \; k = 1, \ldots, K$. \hfill (2.19)

The CDL problem is usually addressed using a batch CDL approach where the sparse representations and the dictionary filters are alternatingly optimized using a training dataset \cite{14-16,29}. The dictionary optimization problem can be formulated as

$$\min_{\{d_k\}_{k=1}^K} \frac{1}{2P} \sum_{n=1}^P \left\| \sum_{k=1}^K d_k x^p_k - s^p \right\|_2^2 + \sum_{k=1}^K \Omega(d_k),$$

where $\Omega(\cdot)$ is the indicator function of the constraint in (2.19), that is,

$$\Omega(d) = \begin{cases} 0, & \text{if } \|d\|_2 \leq 1 \\ \infty, & \text{otherwise} \end{cases} \hfill (2.20)$$

2.4 CDL Based on Consensus ADMM

An efficient solution to the batch CDL problem based on the convolutional theorem and the consensus ADMM framework is provided in \cite{50}. In this method, the dictionary optimization over the entire dataset is addressed in a distributed manner. Specifically, in one of the two main steps of ADMM algorithm, the dictionary is separately optimized with respect to each of the data samples by solving $P$ independent optimization problems. In the second step, the global (fused) dictionary is found by projecting the average of independently optimized dictionaries onto the constraint set.

The independent optimization problems in the consensus ADMM-based CDL are convolutional LS regression problems similar to (2.4). Thus, they can be addressed more efficiently using the convolutional LS regression method proposed in Publication III.

Experimental evaluations based on image data, performed in Publication III, have shown that incorporating the proposed convolutional LS regression method in the consensus ADMM-based batch CDL algorithm leads to a significantly improved computational efficiency compared to the state-of-the-art available algorithms.
2.5 Online CDL in Fourier Domain

In batch CDL, the convolutional sparse representations for the entire dataset need to be accessed at once. This requires memory of the order of $NPK$, which is computationally expensive when using large training datasets. OCDL improves the computational efficiency of batch CDL by compactly storing the information in the training samples and their sparse representations using a pair of history arrays. An OCDL reformulation of problem (2.20) in the Fourier domain is written as

$$
\text{minimize} \quad \frac{1}{2} \sum_{n=1}^{N} \delta_n^H A_n^P \delta_n - \sum_{p=1}^{P} \delta_n^T b_n^P + \sum_{k=1}^{K} \Omega(d_k), \quad (2.21)
$$

where $()^H$ denotes the Hermitian transpose, and the history arrays $A_n^P \in \mathbb{R}^{K \times K}$ and $b_n^P \in \mathbb{R}^K$, $n = 1, \ldots, N$, are defined as

$$
A_n^P \triangleq \frac{1}{NP} \sum_{p=1}^{P} (\zeta_n^p)^* (\zeta_n^p)^T, \quad b_n^P \triangleq \frac{1}{NP} \sum_{p=1}^{P} \hat{s}(n)^* \zeta_n^p, \quad (2.22)
$$

with $\delta_n^P$ and $\zeta_n^P$ being the same as in (2.6). The history arrays are updated after observing each training sample and finding its sparse representations. The updates are performed using

$$
A_n^P = \frac{1}{NP} (\zeta_n^P)^* (\zeta_n^P)^T + \frac{P-1}{P} A_n^{P-1}, \quad n = 1, \ldots, N,
$$

$$
b_n^P = \frac{1}{NP} \hat{s}(n)^* \zeta_n^P + \frac{P-1}{P} b_n^{P-1}, \quad n = 1, \ldots, N,
$$

(2.23)

where $A_n^P$ and $b_n^P$ are initialized with all-zero arrays. The dictionary is optimized by solving problem (2.21) once the updated history arrays are available. Efficient solutions to the OCDL problem in the Fourier domain have been proposed based on ADMM [27], the projected stochastic gradient descent (SGD) method and FISTA [27,34].

2.5.1 Approximate Online CDL

The use of the available OCDL algorithms for learning large dictionaries over high-dimensional signals can still be prohibitively computationally costly. In Publication VII, we have proposed a novel OCDL method that dramatically reduces the computational cost of the existing algorithms.

In the proposed OCDL method the training signals are approximated in a distributed manner using $P$ distinct dictionaries $\{c_k^P \in \mathbb{R}^m\}_{k=1}^{K}$. A fusion of the separately optimized dictionaries based on the respective convolutional sparse representations is used to calculate the dictionary $\{d_k\}_{k=1}^{K}$. Specifically, the quadratic term in CDL problem (2.20) is approximated using the following
where the inequality is due to the triangle inequality. Accordingly, the proposed iterations consist of the approximate history arrays are used to store sufficient statistics of signal by jointly optimizing the variables Approximate OCDL Algorithm 1

\[
\minimize_{\{\mathbf{d}_k^p\}_{k=1}^K} \frac{1}{2P} \sum_{p=1}^P \sum_{k=1}^K \|\mathbf{d}_k^p \ast \mathbf{x}_k^p - \mathbf{c}_k^p \ast \mathbf{x}_k^p\|^2 + \sum_{k=1}^K \mathbf{\Omega}(\mathbf{d}_k)
\]

where the inequality is due to the triangle inequality. Accordingly, the proposed approximate CDL problem is formulated as

\[
\text{minimize}_{\{\mathbf{d}_k^p\}_{k=1}^K, \{\mathbf{c}_k^p\}_{k=1}^K} \frac{1}{2P} \sum_{p=1}^P \sum_{k=1}^K \|\mathbf{d}_k^p \ast \mathbf{x}_k^p - \mathbf{c}_k^p \ast \mathbf{x}_k^p\|^2 + \sum_{k=1}^K \mathbf{\Omega}(\mathbf{d}_k)
\]

In Publication VIII, two ADMM-based online methods for addressing (2.25) have been presented. The first algorithm uses a standard approach for optimization of \(\{\mathbf{d}_k^p\}_{k=1}^K\) and \(\{\mathbf{c}_k^p\}_{k=1}^K\), while the second algorithm incorporates pragmatic modifications to the first algorithm to improve the effectiveness of the proposed approximation method and lower computational costs.

Approximate OCDL Algorithm 1

Optimization problem (2.25) is jointly convex with respect to \(\{\mathbf{d}_k^p\}_{k=1}^K\) and \(\{\mathbf{c}_k^p\}_{k=1}^K\). Thus, using the OCDL framework, problem (2.25) can be addressed by jointly optimizing the variables \(\{\mathbf{c}_k^p, \mathbf{d}_k^p\}_{k=1}^K\) after observing the \(P\)th training signal \(\mathbf{s}^p\) and obtaining its convolutional sparse representations \(\{\mathbf{x}_k^p\}_{k=1}^K\). Compact history arrays are used to store sufficient statistics of \(\{\mathbf{c}_k^p, \mathbf{d}_k^p\}_{k=1}^K\) and \(\{\mathbf{x}_k^p\}_{k=1}^K\).

The following ADMM formulation is used to solve (2.25) for \(\{\mathbf{c}_k^p, \mathbf{d}_k^p\}_{k=1}^K\)

\[
\minimize_{\{\mathbf{f}_k^p, \mathbf{g}_k^p\}_{k=1}^K} \frac{1}{2P} \sum_{p=1}^P \sum_{k=1}^K \|\mathbf{f}_k^p \ast \mathbf{x}_k^p - \mathbf{g}_k^p \ast \mathbf{x}_k^p\|^2 + \sum_{k=1}^K \mathbf{\Omega}(\mathbf{c}_k^p)
\]

\[
\text{s.t. } \mathbf{g}_k = \mathbf{d}_k, \quad \mathbf{f}_k^p = \mathbf{c}_k^p, \quad k = 1, \ldots, K,
\]

where \(\{\mathbf{f}_k^p, \mathbf{g}_k^p\}_{k=1}^K\) are the (joint) ADMM auxiliary variables. The main ADMM iterations consist of the \(\{\mathbf{f}_k^p, \mathbf{g}_k^p\}_{k=1}^K\)-update step (a convolutional least-squares
fitting problem) and the \(|\{e_k^P,d_k^P\}_{k=1}^K\) update step (projection on the constraint set).

The \((f,g)\)-update step entails solving the following optimization problems

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2P} \sum_{k=1}^K \left\| \hat{f}_k^P \odot \hat{x}_k^P - \hat{s}_k^P \right\|_2^2 + \frac{1}{2P} \sum_{k=1}^K \left\| \hat{f}_k^P \odot \hat{x}_k^P - \hat{s}_k^P \right\|_2^2 + \frac{\rho}{2} \sum_{k=1}^K \left\| \hat{f}_k^P - \hat{q}_k^P \right\|_2^2, \\
\text{minimize} & \quad \frac{1}{2P} \sum_{n=1}^N \sum_{k=1}^K \left\| \hat{g}_k^P \odot \hat{x}_k^P - \hat{t}_k^P \right\|_2^2 + \frac{\rho}{2} \sum_{k=1}^K \left\| \hat{g}_k^P - \hat{w}_k \right\|_2^2,
\end{align*}
\]

(2.27)

where \(\hat{x}_k^P \equiv g_k^P \odot x_k^P\) and \(\hat{t}_k^P \equiv f_k^P \odot x_k^P\).

By equating the derivative of the objective in (2.27) to zero and using the Sherman-Morrison (SM) formula, the solution to the \(f\)-update step can be found as

\[
\hat{f}_k^P(n) = \left( a_n^k + \frac{(a_n^k)^2 |\hat{x}_k^P(n)|^2}{1 + \sum_{k=1}^K a_n^k |\hat{x}_k^P(n)|^2} \right) \left( (\hat{x}_k^P(n))^\ast (\hat{s}_k^P(n) + \hat{s}_k^P(n)) + P \rho \hat{q}_k(n) \right) \text{,}
\]

(2.29)

where \(a_n^k \equiv (|\hat{x}_k^P(n)|^2 + P \rho)^{-1}\).

Using precalculated values of \(\sum_{k=1}^K a_n^k |\hat{x}_k^P(n)|^2\), the \(f\)-update step can be carried out with the complexity of \(O(KN)\) using (2.29).

The solution to (2.28) (the \(g\)-update step) can be found as

\[
\hat{g}_k^P(n) = \frac{\beta_k^P(n) + \hat{w}_k(n)}{\alpha_k^P + \rho}, \quad n = 1, \ldots, N, \quad k = 1, \ldots, K,
\]

(2.30)

where history arrays \(\alpha_k^P \in \mathbb{R}^N\) and \(\beta_k^P \in \mathbb{R}^N\), \(k = 1, \ldots, K\), are defined as

\[
\alpha_k^P \equiv \frac{1}{P} \sum_{p=1}^P (\hat{x}_k^P)^\ast \odot \hat{x}_k^P, \quad \beta_k^P \equiv \frac{1}{P} \sum_{p=1}^P (\hat{x}_k^P)^\ast \odot \hat{t}_k^P.
\]

(2.31)

The history arrays are incrementally updated using

\[
\alpha_k^P = \frac{P-1}{P} \alpha_k^{P-1} + \frac{1}{P} (\hat{x}_k^P)^\ast \odot \hat{x}_k^P, \quad \beta_k^P = \frac{P-1}{P} \beta_k^{P-1} + \frac{1}{P} (\hat{x}_k^P)^\ast \odot \hat{t}_k^P.
\]

(2.32)

(2.33)

**Approximate OCDL Algorithm 2**

To improve the performance of the proposed OCDL algorithm, dictionary optimization can be performed exactly for the latest observed signal \(s^P\), while the proposed approximation method is used for \(\{s^P\}_{p=1}^{P-1}\). Thus, the modified
approximate CDL problem is now formulated as

\[
\min_{\{d_k^P\}_{k=1}^K} \frac{1}{2P} \left\| \sum_{k=1}^K d_k^P \ast x_k^P - s^P \right\|^2 + \frac{1}{2P} \sum_{n=1}^{P-1} \sum_{k=1}^K \left\| d_k^P \ast x_k^P - c_k^P \ast x_k^P \right\|^2 + \sum_{k=1}^K \Omega(d_k)
\]

\[
+ \frac{1}{2P} \sum_{p=1}^{P-1} \left\| \sum_{k=1}^K c_k^P \ast x_k^P - s^P \right\|^2 + \sum_{p=1}^N \sum_{k=1}^K \Omega(c_k^P). \tag{2.34}
\]

Problem (2.34) can be solved using alternating optimization with respect to \(\{d_k^P\}_{k=1}^K\) and \(\{c_k^P\}_{k=1}^K\).

Problem (2.34) can be addressed with respect to \(\{d_k^P\}_{k=1}^K\) using the following ADMM formulation

\[
\min_{\{d_k\}_{k=1}^K, \{g_k\}_{k=1}^K} \frac{1}{2P} \left\| \sum_{k=1}^K g_k \ast x_k^P - s^P \right\|^2 + \frac{1}{2P} \sum_{p=1}^{P-1} \sum_{k=1}^K \left\| g_k \ast x_k^P - r_k^P \right\|^2 + \sum_{k=1}^K \Omega(d_k)
\]

\[
\text{s.t. } g_k = d_k, k = 1, \ldots, K. \tag{2.35}
\]

where \(r_k^P \triangleq c_k^P \ast x_k^P\).

The \(g\)-update step requires solving the optimization problem in the form of

\[
\min_{\{g_k\}_{k=1}^K} \frac{1}{2P} \left\| \sum_{k=1}^K g_k \circ \hat{x}_k^P - s^P \right\|^2 + \frac{1}{2P} \sum_{p=1}^{P-1} \sum_{k=1}^K \left\| g_k \circ \hat{x}_k^P - \hat{r}_k^P \right\|^2 + \sum_{k=1}^K \| \hat{g}_k - \hat{e}_k \|^2.
\tag{2.36}
\]

Equating the derivative to zero and using the SM formula, optimization problem (2.36) can be solved as

\[
\left( \hat{g}_k^P(n) \right)^* = \left( b_n^k + \frac{(b_n^k)^2 | \hat{x}_k^P(n) |^2}{P + \sum_{k=1}^K b_n^k | \hat{x}_k^P(n) |^2} \right) \left( \frac{1}{P} (\hat{x}_k^P(n))^* s^P(n) + \tilde{\beta}_k^{P-1}(n) + \rho \hat{e}_k(n) \right),
\tag{2.37}
\]

with \(b_n^k \triangleq (\tilde{a}_k^{P-1}(n) + \rho)^{-1}\), where history arrays \(\tilde{a}_k^P \in \mathbb{R}^N\) and \(\tilde{\beta}_k^P \in \mathbb{R}^N, k = 1, \ldots, K\), are defined as

\[
\tilde{a}_k^P \triangleq \frac{1}{P+1} \sum_{p=1}^P (\hat{x}_k^P)^* \circ \hat{x}_k^P,
\]

\[
\tilde{\beta}_k^P \triangleq \frac{1}{P+1} \sum_{p=1}^P (\hat{x}_k^P)^* \circ \hat{r}_k^P.
\tag{2.38}
\]

The incremental update rules for \(\tilde{a}_k^P\) and \(\tilde{\beta}_k^P\) can be found as

\[
\tilde{a}_k^P = \frac{P}{P+1} \tilde{a}_k^{P-1} + \frac{1}{P+1} (\hat{x}_k^P)^* \circ \hat{x}_k^P,
\tag{2.39}
\]

\[
\tilde{\beta}_k^P = \frac{P}{P+1} \tilde{\beta}_k^{P-1} + \frac{1}{P+1} (\hat{x}_k^P)^* \circ \hat{r}_k^P.
\tag{2.40}
\]
The $g$-update (2.37) can be performed with the complexity of $O(KN)$ using precalculated values of $\sum_{k=1}^{K} b_k^P |x_k^P(n)|^2$.

In the modified algorithm, dictionary $\{c_k^P\}_{k=1}^{K}$ is optimized only to provide a more accurate approximation of $s^P$ (in comparison with the approximation provided using $\{d_k^P\}_{k=1}^{K}$). It means that the second quadratic term in (2.34) is ignored in the step of $\{c_k^P\}_{k=1}^{K}$ optimization. Here we rely on the fact that $\{x_k^P\}_{k=1}^{K}$ are direct products of $\{d_k^P\}_{k=1}^{K}$. As a result, considering that the approximation is based on $\{x_k^P\}_{k=1}^{K}$, the resulting $\{c_k^P\}_{k=1}^{K}$ cannot unfavorably deviate from $\{d_k^P\}_{k=1}^{K}$.

Problem (2.34), which needs to be solved now for $\{c_k^P\}_{k=1}^{K}$ only, is then reduced to the following optimization problem

$$\min_{\{c_k^P\}_{k=1}^{K}} \frac{1}{2P} \left\| \sum_{k=1}^{K} c_k^P \ast x_k^P - s^P \right\|_2^2 + \sum_{k=1}^{K} \Omega(c_k^P), \quad (2.41)$$

which is a CDL problem involving a single training signal, and can be addressed using the existing CDL methods (e.g., [51]).

**Computational Efficiency**

The largest arrays used in the proposed approximate OCDL methods are of size $KN$, dramatically smaller than those used by the state-of-the-art batch CDL algorithms and OCDL algorithms, that are, $KNP$ and $K^2N$, respectively. In addition, the proposed OCDL algorithms has a time complexity of $O(KNP)$, which is equal to that of the most efficient batch CDL algorithm and significantly less than that of the state-of-the-art OCDL algorithm ($O(K^2NP)$).

### 2.6 Experimental Results

In this section, the proposed CSC and CDL methods are compared to the state-of-the-art algorithms. The CSC experiments are performed using a $512 \times 512$ Lena image. The CDL experiments are conducted using the following image datasets:

1. SIPI: 40 greyscale images of size $256 \times 256$ taken from the USC-SIPI database (http://sipi.usc.edu/database/).

2. Flowers: 210 greyscale images of flowers of size $200 \times 200$ taken from Oxford Flower Datasets (https://www.robots.ox.ac.uk/~vgg/data/flowers/).

The original images are resized and converted to greyscale. The pixel values are normalized to be between 0 and 1 (the original 8-bit values are divided by 255). Since the CSR model is not able to effectively represent the low-frequency component of the signals, it is conventional that the images used for CDL are high-pass filtered [16,31, 34]. Here, the low-frequency components of all images are removed using the lowpass function of the SPORCO toolbox [54] with a
regularization parameter of 5.

All CDL experiments are performed using \( \lambda = 0.1\lambda_{\text{max}} \), where \( \lambda_{\text{max}} \) is the smallest regularization parameter value that leads to all-zero sparse representations and can be obtained using \( \ell_\infty \)-norm of the gradient of the objective of CSC problem (2.3) at \( (x_k)_{k=1}^K = 0 \). We use ADMM penalty parameter \( \rho = 10 \) and dictionary filters of size 8×8 in all experiments.

### 2.6.1 CSC Results

Fig. 2.1 compares the functional values over time for 50 iterations of the proposed CSC algorithms (Publication III) and the CSC method based on Sherman-Morrison formula [16] using different values of \( \lambda \) tested, the Lena image as the input signal, and a learned dictionary composed of 64 filters. Note that the iterations of the two unconstrained CSC methods, the proposed method discussed in Section 2.1 (red curve) and the method of [16] (blue curve), are equally effective. Thus, the use of a fixed number of iterations illustrates the difference in computational efficiency. As can be seen, the proposed algorithm is considerably more efficient for all \( \lambda \) values.

![Functional values over time for the proposed CSC methods and the method based on the Sherman-Morrison formula.](image)

Figure 2.1. Functional values over time for the proposed CSC methods [51] and the method based on the Sherman-Morrison formula (SM) [16].

The \( \epsilon \) values (the values of the quadratic functional term) obtained by executing the unconstrained CSC algorithms with different \( \lambda \) values are used to run the proposed constrained CSC algorithm (see dashed black curves in Fig. 2.1). It can be seen that the constrained CSC algorithm converges to the same functional values with a slightly longer runtime compared to that of the proposed...
unconstrained CSC algorithm, which accounts for single variable optimization in each iteration.

2.6.2 CDL Results

Fig. 2.2 compares the functional values over time for 300 iterations of ADMM-consensus-based CDL methods based on the convolutional LS regression method proposed in Publication III (blue curve) and the Sherman-Morrison formula [31] (red curve) using different dictionary sizes $K$ and different number of training images $P$ (subsets of the SIPI dataset). The iterations of the two CDL methods compared are equally effective. However, as can be seen, the proposed method is substantially more computationally efficient.

![Figure 2.2. Functional values over time for ADMM-consensus-based CDL algorithms based on the proposed convolutional LS regression method [51] and the Sherman-Morrison formula (SM) [31] using subsets of the SIPI dataset.](image)
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2.6.3 OCDL Results

We compare the proposed OCDL method (Algorithm 2 in Publication VIII) to the OCDL method based on FISTA (with gradient calculated using the Fourier transform) proposed in [34]. For the proposed method, we use 200 ADMM iterations (maximum) with absolute and relative tolerance values of $10^{-4}$. The comparisons are conducted based on the objective functional values (fval) of (2.19) for each dataset. We use 4 images taken from the SIPI dataset and 10 images taken from the Flowers dataset (different from images used for CDL) as test datasets. For the SIPI dataset, the results for both training and test datasets are reported. For the larger dataset Flowers, since it is infeasible to store all training sparse representations, the test results only are reported.

Tables 2.1 reports the objective functional values obtained using the methods tested for the SIPI ($K = 64$ and $P = 32$) and the Flowers ($K = 100$ and $P = 200$) datasets, respectively. As can be observed, the proposed method leads to a significant reduction in training time. In addition, the proposed method yields competitive results, while substantially reducing memory requirements.

Dictionaries learned using the methods compared are illustrated in Figs. 2.3 and 2.4.
Table 2.1. The results obtained using the SIPI dataset with $K = 64$ and $P = 32$ and the Flowers dataset with $K = 100$ and $P = 200$. ($K$ is the number of dictionary filters and $P$ is the number of images in the training dataset.)

<table>
<thead>
<tr>
<th>Methods</th>
<th>SIPI</th>
<th>Flowers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train fval</td>
<td>test fval</td>
</tr>
<tr>
<td>Initial dictionary</td>
<td>-</td>
<td>70.0661</td>
</tr>
<tr>
<td>FISTA [34]</td>
<td>38.5268</td>
<td>45.1158</td>
</tr>
<tr>
<td>proposed</td>
<td>36.6363</td>
<td>46.2067</td>
</tr>
</tbody>
</table>

Figure 2.3. Dictionaries learned using the SIPI dataset with parameters $K = 64$ and $P = 32$.

Figure 2.4. Dictionaries learned using the Flowers dataset with parameters $K = 100$ and $P = 200$. 
3. Coupled Feature Learning (CFL)

Many real-world image processing and computer vision applications require joint analysis of multiple images, for example, acquired using different imaging modalities. Examples of these applications are multimodal image denoising and image fusion [24, 55]. CFL aims to capture the correlated features in multimodal images by decomposing them into their correlated and uncorrelated components based on structured sparse approximation and dictionary learning. In this thesis, the extracted correlated features are used to generate unified and reinforced (fused) multimodal images. This chapter presents CFL after briefly reviewing the related concepts and relevant literature.

3.1 Related Works

3.1.1 Simultaneous Sparse Approximation (SSA)

SSA approximates a set of multi-measure signals using different linear combinations of the same subset of atoms in a dictionary, i.e., sparse representations with identical supports [56, 57]. The SSA problem can be formulated as

\[
\begin{align*}
& \text{minimize} \quad \sum_{l=1}^{L} \left( \frac{1}{2} \| D x_l - s_l \|_2^2 + \lambda \| x_l \|_0 \right) \\
& \text{s.t.} \quad \text{Supp}(x_l) = \text{Supp}(x_{l^{'}}), \quad l, l^{'}, = 1, \ldots, L.
\end{align*}
\]  

(3.1)

The SSA model has been employed in various signal and image processing tasks to represent multiple dependent signals. For example, multi measurement vectors (MMV) problems [58, 59], source separation [60], anomaly detection [61] and image fusion [62].

The SSA problem can be addressed using greedy methods such as simultaneous orthogonal matching pursuit (SOMP) [56] or based on convex relaxation using mixed-norms [57, 63]. For a matrix \(A \in \mathbb{R}^{R \times C}\), the mixed \(\ell_{p,q}\)-norm, \(p, q \geq 1\), is
Coupled Feature Learning (CFL) defined as
\[ \|A\|_{p,q} \triangleq \left( \sum_{r=1}^{R} \|A(r,:)\|_p^q \right)^{\frac{1}{q}}. \]

For instance, the works in [64] and [57] have used the \(\ell_{2,1}\)- and the \(\ell_{\infty,1}\)-norms for addressing the SSA problem, respectively. A convex relaxation of (3.1) based on the \(\ell_{2,1}\)-norm can be written as
\[
\text{minimize} \quad \frac{1}{2} \sum_{l=1}^{L} \|Dx_l - s_l\|_2^2 + \lambda \|X\|_{2,1},
\]
where \(X \triangleq [x_1 \cdots x_L]\). Solving (3.2) entails minimizing the sum of the \(\ell_2\)-norms of the rows of \(X\). This leads to a row-sparse \(X\), which is mostly zeros with only a small number of nonzero and dense rows. A convolutional extension of (3.2) has been addressed in [65]. A row-sparse structure with sparse rows can be enforced by adding an \(\ell_1\)-norm regularization term to the objective function of (3.2) [63]. This can be written as
\[
\text{minimize} \quad \frac{1}{2} \sum_{l=1}^{L} \|Dx_l - s_l\|_2^2 + \lambda_1 \|X\|_{2,1} + \lambda_2 \|X\|_{1,1},
\]
where \(\lambda_1 \geq 0\) and \(\lambda_2 \geq 0\) are the row-sparsity and element-sparsity regularization parameters, respectively.

3.1.2 Multimodal Dictionary Learning

Here, we briefly review models based on sparse representations and dictionary learning used for representing multimodal images.

The work of [66] proposed to model \(L\) multimodal signals \(\{s_l\}_{l=1}^{L}\) (e.g., multimodal images patches) using dictionary \(D = [D^z \ D^e]\) and sparse representations \(x_l = [(x^z)_l^T (x^e)_l^T]^T\). In this model, the multimodal signals are assumed to contain common (identical) components represented by \(z = D^z x^z\), where \(D^z\) and \(x^z\) are the dictionary of common features and the common sparse representations, respectively. The modality-specific components are described using \(e_l = D^e x^e_l\), \(l = 1,\ldots,L\), where \(D^e\) is the dictionary of unique features and \(\{x^e_l\}_{l=1}^{L}\) are the unique sparse representations (the only modality-dependent variable of the model).

In [67], the correlated components of multimodal images are captured using \(L\) coupled dictionaries \(\{D^z_l\}_{l=1}^{L}\) and common sparse representations \(x^z\), i.e., using \(z_l = D^z_l x^z\). Moreover, the unique components are estimated using a set of unique dictionaries and unique sparse representations \(\{e^e_l\}_{l=1}^{L}\). Thus, the multimodal signals are represented using \(s_l = D^z_l x^z + D^e_l x^e_l\), \(l = 1,\ldots,L\). An extension of this model to convolutional sparse representations is provided in [55].
3.2 Coupled Dictionary Learning

Coupled dictionary learning seeks to capture the nonlinear mappings between multi-measure signals (e.g., high- and low-resolution images) using a pair of dictionaries by enforcing common sparse representations. This can be formulated as the following optimization problem

\[
\min_{D_1, D_2, x_p^1, x_p^2} \sum_{p=1}^{P} \left( \|D_1 x_p^1 - s_p^1\|_2^2 + \|D_2 x_p^2 - s_p^2\|_2^2 \right)
\]

subject to \(\|x_p^1\|_0 \leq \theta, \|D_1(\cdot, k)\|_2 = 1, \|D_2(\cdot, k)\|_2 = 1, \forall p, k,\)

where \(\{s_p^1\}_{p=1}^P\) and \(\{s_p^2\}_{p=1}^P\) are the multi-measure signals (e.g., vectorized overlapping patches extracted from multi-measure images), \(D_1\) and \(D_2\) are the coupled dictionaries, and \(\theta\) is the maximum number of nonzero entries in common sparse representations \(\{x_p\}_{p=1}^P\). Coupled dictionary learning has been used in various applications, including image super-resolution [2, 68, 69], image reconstruction [70, 71], change detection [72], and image fusion [73, 74].

The coupled dictionary learning problem has been addressed based on single dictionary learning using a concatenated dictionary \(D = [D_1^T D_2^T]^T\) and a concatenated signal \(s^p = [(s_p^1)^T (s_p^2)^T]^T, p = 1, \ldots, P\) [2]. However, learning a joint concatenated dictionary is not equivalent to learning separate and coupled dictionaries. A coupled dictionary learning method based on bilevel optimization and the SGD method has been proposed in [68]. This method entails alternating optimization of \(D_1\) and \(D_2\), where \(\{x_p^1\}_{p=1}^P\) is the sparse representations of \(\{s_p^1\}_{p=1}^P\) over \(D_1\). A semi-coupled dictionary learning method has been proposed in [75], where linear transformations of the same sparse representation, \(x_p^1 = W x_p^2, p = 1, \ldots, P,\) are used to describe the input signals (\(W\) is a linear mapping matrix). Considering that the coupled dictionaries \(D_1\) and \(D_2 = D_2 W\) and common sparse representations are used to approximate the multi-measure signals, it can be seen that this method addresses the coupled dictionary problem (3.4). Nevertheless, the main disadvantage of the aforementioned methods is the high computational cost.

In Publication I, we have shown that the coupled dictionary problem can be addressed significantly more efficiently using alternating optimization with respect to the common sparse representations and the dictionaries. Specifically, in the proposed method, we have shown that the jointly optimal sparse representations can still be obtained based on the concatenated dictionaries and the concatenated signals using the existing sparse approximation algorithms. Moreover, the coupled dictionaries can be optimized disjointly (in parallel) based on a computationally efficient variation of the KSVD algorithm [11]. In particular, similar to KSVD, the atoms of the dictionaries are updated one by one to minimize the approximation error. However, instead of using a singular value decomposition (SVD), the atoms are optimized by solving an LS regression problem followed by a projection on the constraint set (unit sphere). This approach can be directly
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extended to learning coupled dictionaries with atoms of varying sizes (different numbers of rows) and over multiple correlated input training data.

A comparison of the proposed coupled dictionary learning method with the existing algorithms based on their performances in an image super-resolution task presented in Publication I has demonstrated that our approach leads to promising results while significantly improving computational efficiencies.

3.3 CFL

CFL extracts the correlated features in the multimodal images and decomposes them into their correlated and uncorrelated components. This can be instrumental in applications such as multimodal image denoising, deblurring and fusion [24, 55]. The CFL’s decomposition model takes into account two characteristics of the multimodal images:

1. The multimodal images depict the same object, tissue, scene, etc. Thus, they can contain overlapping (correlated) information.

2. As the images are captured using different imaging sensors, they can contain modality-specific (uncorrelated) information.

The CFL method proposed in Publication IV employs coupled dictionary learning to extract the correlated features as pairs of corresponding atoms in the dictionaries, while the uncorrelated components are captured using a Pearson correlation-based criterion. Since different imaging modalities can display the same underlying structures with varying levels of visibility, a modified coupled dictionary learning method is used where sparse representations with identical supports are used to describe the multimodal images (instead of using common sparse representation).

The CFL problem is formulated as

$$\min_{\{D_l, x^{p}_l, e^{p}_l\}_{p,l=1}^{P}} \sum_{p=1}^{P} \left( \sum_{l=1}^{2} \|D_l x^{p}_l + e^{p}_l - s^{p}_l\|_2^2 + \sum_{n=1}^{N} \phi(e^{p}_1(n), e^{p}_2(n)) \right)$$

s.t. $\text{Supp}(x^{p}_1) = \text{Supp}(x^{p}_2)$, $\|x^{p}_l\|_0 \leq \theta$, $\|D_l(\cdot, k)\|_2 = 1$, $\forall p, k, l$, (3.5)

where $\{|x^{p}_l|_{p=1}^{P}\}_{l=1}^{2}$ are vectorized overlapping patches extracted from pairs of multimodal images, and $\{|e^{p}_l|_{p=1}^{P}\}_{l=1}^{2}$ and $\{|e^{p}_l|_{p=1}^{P}\}_{l=1}^{2}$ represent their correlated and uncorrelated components, respectively. Moreover, $\phi(\cdot, \cdot)$ is a cost function based on the squared Pearson correlation coefficient, defined as

$$\phi(e^{p}_1(n), e^{p}_2(n)) = \left( \frac{(e^{p}_1(n) - \mu^{p}_1)(e^{p}_2(n) - \mu^{p}_2)}{\sigma^{p}_1 \sigma^{p}_2} \right)^2,$$

where $\mu^{p}_1$ and $\sigma^{p}_1$ are mean and standard deviation of $e^{p}_1$, respectively.
Problem (3.5) is addressed using alternating optimization with respect to two blocks of variables: (i) the uncorrelated components \( \{e^p_l \}_{l=1,2} \) and (ii) the coupled dictionaries and the sparse representations \( \{D_i, (x^p_l)_{l=1,2} \} \) (this is equivalent to optimization with respect to the correlated components).

The updated uncorrelated components are obtained using

\[
(e^p_1(n))^+ = \frac{\rho t^p_1(n) + (e^p_1(n) - \mu^p_1)^2}{\rho + (e^p_1(n) - \mu^p_1)^2} \mu^p_1,
\]

\[
(e^p_2(n))^+ = \frac{\rho t^p_2(n) + (e^p_2(n) - \mu^p_2)^2}{\rho + (e^p_2(n) - \mu^p_2)^2} \mu^p_2,
\]

where \( t^p_l = s^p_l - D_l x^p_l \), \( p = 1, \ldots, P \), \( l = 1, 2 \), and the mean \( (\mu^p_l) \) and standard deviation \( (\sigma^p_l) \) values are obtained based on the current values of uncorrelated components (this can be seen as using an Expectation-Maximization (EM) approach for the estimation of \( (e^p_l)_{p=1}^{P} \) that are dependent on the unobserved latent variables \( (\mu^p_l)_{p=1}^{P} \) and \( (\sigma^p_l)_{p=1}^{P} \).

Optimization with respect to the coupled dictionaries and the simultaneous sparse representations is addressed using a modified coupled dictionary learning method which is presented in the following section.

### 3.3.1 Simultaneous Coupled Dictionary Learning

Optimization with respect to \( \{D_i, (x^p_l)_{p=1}^{P} \}_{l=1}^{2} \) is equivalent to solving the following optimization problem

\[
\min_{D_i, (x^p_l)_{p=1}^{P} \}_{l=1}^{2}} \sum_{p=1}^{P} \left( \|D_1 x^p_1 - w^p_1\|_2^2 + \|D_2 x^p_2 - w^p_2\|_2^2 \right)
\]

s.t. \( \text{Supp}(x^p_1) = \text{Supp}(x^p_2), \|x^p_l\|_0 \leq \theta, \|D_l(:,k)\|_2 = 1, \forall p, k, l, \)

where \( w^p_l = s^p_l - e^p_l \), \( p = 1, \ldots, P \), \( l = 1, 2 \). Similar to coupled dictionary learning, problem (3.7) can be addressed using alternating optimization with respect to the dictionaries and the sparse representations. Here, when sparse representations with identical supports \( \{x^p_l\}_{p=1}^{P} \) are available, the coupled dictionaries and the nonzero entries in the sparse representations can be updated disjointly, e.g., using the KSVD algorithm (unlike in coupled dictionary learning).

Optimization with respect to the sparse representations is addressed by modifying the SOMP algorithm [56] to incorporate the coupled dictionaries. Specifically, the atom selection rule of SOMP is modified so that the approximations are performed using the coupled dictionaries instead of sharing a single one. In each iteration, this modified SOMP selects a pair of coupled atoms \( (D_1(:,k), D_2(:,k^*)) \) that minimizes the sum of the squared errors. This is formulated as

\[
k^* = \arg\min_k \|x^p_1(k)D_1(:,k) - r^p_1\|_2^2 + \|x^p_2(k)D_2(:,k) - r^p_2\|_2^2,
\]

where \( r_1 \) and \( r_2 \) represent the approximation residuals (i.e., \( r^p_1 \triangleq s^p_l - D_1 x^p_l \) and \( r^p_2 \triangleq s^p_l - D_2 x^p_l \)). Problem (3.8) is typically solved via its equivalent maximiza-
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The problem that is

$$k^* = \arg \max_k \left( (r_p^1)^T D_1(\cdot, k))^2 + (r_p^2)^T D_2(\cdot, k))^2 \right.$$  \hspace{1cm} (3.9)

3.4 Convolutional CFL

An extension of CFL to the CSC model has been proposed in Publication V, where multimodal images \(\{s_l\}_{l=1}^L\) are decomposed into their correlated and uncorrelated components. The correlated components are estimated using coupled dictionaries with \(J\) convolutional filters \(\{d_{z(l)j}\}_{j=1}^J\) and common convolutional sparse representations \(\{x_{z(j)l}\}_{j=1}^J\). Here, the differences in the visibility levels of coupled features in different modalities are captured in the norm of the coupled convolutional filters. The uncorrelated components are estimated using a common dictionary with \(K\) convolutional filters \(\{d_{e(k)}\}_{k=1}^K\) and separate convolutional sparse representations \(\{x_{e(k)p}\}_{k=1}^K\). This is formulated as the following optimization problem

$$\min_{\|d_{z(l)j}\|, \|d_{e(k)}\|, \{x_{z(j)l}\}, \{x_{e(k)p}\}} \frac{1}{2} \sum_{l=1}^L \left\| \sum_{j=1}^J d_{z(j)l}^* x_{z(j)l}^2 + \sum_{k=1}^K d_{e(k)}^* x_{e(k)p} - s_l \right\|_2^2 + \lambda_1 \sum_{j=1}^J \|x_{z(j)}^2\|_1 + \lambda_2 \sum_{l=1}^L \sum_{k=1}^K \|x_{e(k)p}\|_1 \text{ s.t. } \|d_{z(l)j}\| \leq 1, \|d_{e(k)}\| \leq 1, \forall j,k,l. \hspace{1cm} (3.10)$$

The third term in the objective function of (3.10) enforces an element-wise sparsity in \(\{x_{e(k)p}\}_{k=1}^K\). That means \(\{x_{e(k)p}\}_{k=1}^K\) are sparse also along different modalities (i.e., arrays \(x_{e(l)(1)p},...x_{e(l)(p)}\), \(k=1,...,K, \ p=1,...,P\), are sparse). When \(x_{e(l)(1)p},...x_{e(l)(p)}\) has only one nonzero entry, it means that filter \(d_{e(k)}\) is used to represent a feature only in one of the multimodal images (at pixel \(p\)), indicating a modality-specific feature. The overlapping nonzero entries indicate a shared feature.

In Publication V, problem (3.10) has been addressed based on consensus ADMM.

3.4.1 Convolutional SSA

In Publication VI, we proposed a convolutional SSA method that can be used to complement the convolutional CFL problem in (3.10) by replacing joint CSC (using common sparse representations). The convolutional SSA problem is
written as follows

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \sum_{l=1}^{L} \left\| \sum_{k=1}^{K} d_k \ast x_k^l - s_l \right\|^2_2 + \lambda \sum_{l=1}^{L} \sum_{k=1}^{K} \| x_k^l \|_0 \\
\text{s.t.} & \quad \text{Supp}(x_k^l) = \text{Supp}(x_k^{l'}), \; l, l' = 1, \ldots, L, \; k = 1, \ldots, K.
\end{align*}
\] (3.11)

A convex relaxation of problem (3.11) based on the \( \ell_{2,1} \)-norm can be written as

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \sum_{l=1}^{L} \left\| \sum_{k=1}^{K} d_k \ast x_k^l - s_l \right\|^2_2 + \lambda \sum_{l=1}^{L} \sum_{k=1}^{K} \| \mathcal{X}_k \|_{2,1} \\
\text{s.t.} & \quad \text{Supp}(x_k^l) = \text{Supp}(x_k^{l'}), \; l, l' = 1, \ldots, L, \; k = 1, \ldots, K.
\end{align*}
\] (3.12)

where \( \mathcal{X}_k(n, \cdot) \triangleq [x_k^1(n) \cdots x_k^L(n)], \; n = 1, \ldots, N. \) Using ADMM, problem (3.12) can be broken into two simpler subproblems: a convolutional regression problem which can be addressed using [51], and the following structured sparse approximation problem

\[
\begin{align*}
\text{minimize} & \quad \frac{\rho}{2} \sum_{l=1}^{L} \sum_{k=1}^{K} \| x_k^l - w_k^l \|_2^2 + \lambda \sum_{k=1}^{K} \| \mathcal{X}_k \|_{2,1}.
\end{align*}
\] (3.13)

Since the \( \ell_{2,1} \)-norm is a sum of the Euclidean norms of the rows, the solution to (3.13) can be found using

\[
([x_k^1(n) \cdots x_k^L(n)])^* = \text{prox}_{\frac{\rho}{2} \| \cdot \|_2} ([w_k^1(n) \cdots w_k^L(n)]),
\]

\[k = 1, \ldots, K, \; n = 1, \ldots, N,\] (3.14)

where

\[
\text{prox}_{\rho \| \cdot \|_2}(a) = \left(1 - \frac{\rho}{\max(\|a\|_2, \tau)}\right) a.
\] (3.15)

The use of the \( \ell_{2,1} \)-norm regularization enforces a row-sparse structure which can be alternatively achieved using the \( \ell_{\infty,1} \)-norm regularization. The resulting optimization problem can be addressed using a similar ADMM approach where the proximal operator for the \( \ell_{\infty} \) norm is used instead of \( \text{prox}_{\rho \| \cdot \|_2}(\cdot) \).

A row-sparse and element-sparse structure can be enforced by adding an element-wise sparsity regularization term to the objective function of (3.11)

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \sum_{l=1}^{L} \left\| \sum_{k=1}^{K} d_k \ast x_k^l - s_l \right\|^2_2 + \lambda_1 \sum_{k=1}^{K} \| \mathcal{X}_k \|_{2,1} + \lambda_2 \sum_{k=1}^{K} \| \mathcal{X}_k \|_{1,1}.
\end{align*}
\] (3.16)

Problem (3.16) can be solved by replacing \( \text{prox}_{\rho \| \cdot \|_2}(\cdot) \) with \( \text{prox}_{\frac{\rho}{2} \| \cdot \|_2 + \frac{\lambda_1}{\rho} \| \cdot \|_1}(\cdot) \) in (3.14).

The convolutional SSA method proposed in Publication VI can be straightforwardly extended to the case of coupled dictionaries, and further to convolutional CFL using existing CDL algorithms (the coupled dictionaries can be optimized independently using their corresponding signals and their sparse representations).
3.5 Experimental Results

In this section, we provide representative experimental results for the proposed coupled dictionary learning (Publication I) and CFL (Publications IV-VI) methods.

3.5.1 Coupled Dictionary Learning Results

We evaluate the proposed coupled dictionary learning method by incorporating it in the image super-resolution algorithm of [68] and comparing the results to those obtained using the original method. The image super-resolution method of [68] uses coupled dictionaries learned over gradient features extracted from low- and high-resolution $5 \times 5$ image patches to recover the high-resolution image from the observed low-resolution input. A coupled dictionary learning method based on bilevel optimization and the SGD algorithm is proposed in [68]. We use a dataset of 10,000 image patches to train coupled dictionaries with 512 atoms using both methods. Sparse approximation is performed using convex relaxation with $\ell_1$-norm regularization parameter $\lambda = 0.05$.

Fig. 3.1 shows image super-resolution results obtained based on the two coupled dictionary methods compared. Upsized images obtained using bicubic interpolation [76] are also presented as a reference for performance gain comparison. As can be seen, the coupled dictionary learning methods yield similar results. However, the proposed method significantly reduces the computational cost. Particularly, the proposed method and the method of [68] spent 8.3 and 120.2 seconds to perform coupled dictionary learning over the training dataset, respectively.

3.5.2 CFL Results

We investigate the effectiveness of the proposed CFL (Publication IV) and convolutional CFL (Publication V) methods using multimodal computed tomography (CT) and magnetic resonance (MR) images collected from The Whole Brain Atlas database [77]. The proposed CFL method based on convolutional SSA (Publication VII) is applied to RGB-NIR images taken from EPFL RGB-NIR Scene Dataset [78] (the characteristics of the imaging modalities will be discussed in the next chapter). Dictionary atoms are of size $8 \times 8$ in all experiments.

Figs. 3.2-3.4 illustrate coupled dictionaries learned using the proposed CFL methods, where correlation between the corresponding atoms (representing the correlated multimodal features) can be clearly observed.
Figure 3.1. Image super-resolution results: (a) original 512 × 512 image; (b) down-scaled 128 × 128 image; (c) upscaled image using bicubic interpolation [76]; (d) the method of [68]; (e) the method of [68] using the coupled dictionary learning method proposed in Publication I.
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**Figure 3.2.** Coupled dictionaries composed of $K = 64$ atoms obtained for multimodal MR-CT images using the CFL method proposed in Publication IV.

**Figure 3.3.** Coupled convolutional dictionaries ($K = 36$) and common dictionary of ($L = 36$ filters) used to describe modality-specific features) obtained for multimodal MR-CT images using the convolutional CFL method proposed in Publication V.

**Figure 3.4.** Coupled dictionaries composed of $K = 48$ convolutional filters obtained for NIR-RGB images using the method proposed in Publication VI.
Examples of multimodal images in the experiments and their decomposition components (correlated and uncorrelated) obtained using the proposed CFL methods are presented in Figs. 3.5-3.7. Since the CSC model cannot effectively describe the low-resolution components (i.e., the base layer) of the signals, the CSC-based CFL methods in Publications V and VI are applied to the high-resolution components only.

**Figure 3.5.** Decomposition components obtained for multimodal MR-CT images using the CFL method proposed in Publication IV.
Figure 3.6. Decomposition components obtained for multimodal MR-CT images using the convolutional CFL method proposed in Publication V.
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Figure 3.7. Decomposition components obtained for multimodal RGB-NIR images using the convolutional SSA-based CFL method proposed in Publication VI.
4. Multimodal Image Fusion

Multimodal image fusion seeks to integrate relevant information from images acquired with different imaging sensors into a single image without introducing noise or artifacts. Applications of multimodal image fusion include surveillance [79–81], remote sensing [82–84] and medical imaging [85–87]. In surveillance applications, a fusion of infrared and visible light images is used to enhance object detection and improve night vision [79,88]. NIR images are used to improve the contrast-resolution of RGB images, for example, taken from vegetation scenes or in low-visibility atmospheric conditions such as fog or haze [89]. In satellite imaging, panchromatic images with high spatial resolutions and multispectral images with high spectral resolutions are combined to produce more informative and enhanced fused images [84,90]. Multimodal medical image fusion combines the information acquired using various sensors. Anatomical imaging techniques, for example, CT and MR imaging, provide high-resolution images of internal organs and tissues. Functional imaging mechanisms such as single-photon emission computed tomography (SPECT) and positron emission tomography (PET) measure the biological activity of specific areas inside the body. This variety of information can be fused into a single image for joint analysis and easier visualization [85–87].

A typical approach for addressing the multimodal image fusion problem consists of extraction of multiscale or morphologically distinct features in the input images and then using them for generating a joint reinforced representation based on a fusion rule. Feature extraction is commonly performed using deterministic mathematical models such as multiscale transforms (wavelets, curvelets, shearlets, etc.) [91–94]. Other techniques employed for the same purpose include subspace learning [95], sparse representations and dictionary learning [96–100], and CNN [101,102].

A general assumption incorporated in all aforementioned methods is that features with similar structural characteristics (e.g., resolution scale) convey correlated information. However, due to the varying (and often complementary) characteristics of multimodal images, this assumption may not be valid in many cases. For instance, in MR imaging, soft tissues (e.g., fat and liquid) are captured with a higher resolution, while the details of hard tissues (e.g., bones and
implants) are reflected more effectively in CT images. In infrared-visible images, the details in each image depict fundamentally different types of information. Thus, applying a fusion rule (e.g., based on binary selection or weighted averaging) to features representing distinct objects or characteristics (but with similar structural properties) can lead to degradation or loss of information.

The multimodal image fusion methods proposed in Publications IV-VI employ the CFL model for extracting correlated features in multimodal images instead of using conventional deterministic feature-extraction techniques. The fusion is performed using only the correlated components of the multimodal images, while the modality-specific (unique) components are preserved in the final fused images. In the following sections, we present the proposed CFL-based multimodal fusion methods.

### 4.1 Multimodal Image Fusion via CFL

The multimodal image fusion method in Publication IV first decomposes vectorized overlapping patches \( \{s^p_1\}_{p=1}^P \) and \( \{s^p_2\}_{p=1}^P \) (extracted from the multimodal input images) into their correlated and uncorrelated components by obtaining coupled dictionaries \( D_1 \) and \( D_2 \), sparse representations with identical supports \( \{x^p_1\}_{p=1}^P \) and \( \{x^p_2\}_{p=1}^P \), and uncorrelated components \( \{e^p_1\}_{p=1}^P \) and \( \{e^p_2\}_{p=1}^P \) using the proposed CFL algorithm.

The sparse representations are combined using the coefficients with the largest absolute values. This ensures that correlated features (the corresponding atoms in the coupled dictionaries) with the highest visibility levels are used in the fused image. Fused correlated components \( \{z^p_F\}_{p=1}^P \) are obtained using

\[
z^p_F = D_1 x^p_1(F) + D_2 x^p_2(F), \quad p = 1, \ldots, P, \tag{4.1}
\]

where fused sparse representations \( \{x^p_1(F)\}_{p=1}^P \) and \( \{x^p_2(F)\}_{p=1}^P \) are found as

\[
x^p_1(F)(n) = \begin{cases} x^p_1(n), & \text{if } |x^p_1(n)| \geq |x^p_2(n)|, \\ 0, & \text{otherwise} \end{cases}, \quad \forall p, n,
\]

\[
x^p_2(F)(n) = \begin{cases} x^p_2(n), & \text{if } |x^p_2(n)| > |x^p_1(n)|, \\ 0, & \text{otherwise} \end{cases}, \quad \forall p, n. \tag{4.2}
\]

The uncorrelated components, \( \{e^p_1\}_{p=1}^P \) and \( \{e^p_2\}_{p=1}^P \), are transferred to the final fused image unaltered (to preserve the modality-specific information). The fused patches are then found using \( s^p_F = z^p_F + e^p_1 + e^p_2, \quad p = 1, \ldots, P \). Finally, the fused image is reconstructed using the fused patches.

Publication IV presents extensive experimental evaluation results using multiple multimodal image datasets, including four different combinations of medical imaging techniques, as well as infrared and visible images. The presented experimental results demonstrated that the proposed method leads to improved fusion.
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of local intensities and texture information compared to other state-of-the-art methods.

### 4.1.1 Fusion of Greyscale and Color Images

Multimodal image fusion can involve fusion of a color image with a greyscale one. For instance, functional medical images (e.g., PET) are usually presented in a color code, while anatomical medical images are available in greyscale. A standard approach for dealing with the fusion of color images is to convert them to the YCbCr (or YUV) color-space. In this new color-space, component Y (i.e., luminance) represents the grey-scale version of the image, which is used for fusion. As the color information is derived from the functional images only, the color components (Cb and Cr) are directly incorporated into the final fused image. Fig. 4.1 illustrates the block diagram of the greyscale and color image fusion method.

![Block-diagram of the grey-scale and color image fusion method.](image)

**Figure 4.1.** Block-diagram of the grey-scale and color image fusion method.

### 4.1.2 Multimodal Image Fusion via Convolutional CFL

In Publication V, a convolutional extension of the CFL-based fusion method proposed in Publication IV has been presented. In this method, input images \( \{s_l\}_{l=1}^L \) are first decomposed into low-resolution (base) layers \( \{s_{bl}^l\}_{l=1}^L \) and high-resolution (details) layers \( \{s_{dl}^l\}_{l=1}^L \) using low-pass filtering. The details-layers are decomposed into correlated and uncorrelated components using the proposed convolutional CFL algorithm (obtaining coupled dictionaries \( \{d^{(l)}_j\}_{j=1}^J L_{l=1}^L \), common dictionary \( d_e^K k=1 \), joint sparse representations \( z^j_{l=1}^J \) and separate (unique) sparse representations \( \{x^j_{k=1}^K l=1\} L_{l=1}^L \). Dictionary of fused coupled features \( \{d^F_j\}_{j=1}^J L_{l=1}^L \) is formed based on the convolutional filters in \( \{d^{(l)}_j\}_{j=1}^J L_{l=1}^L \) with largest variances (used as a measure of visual significance).

The fused sparse representations \( \{x^F_k\}_{k=1}^K L_{l=1}^L \) are found by combining redundant sparse representations \( \{x^{(l)}_k\}_{k=1}^K L_{l=1}^L \) using maximum-absolute-value rule (similar to (4.2)). This ensures that the uncorrelated features and the shared features with the most significant representations are incorporated in the fused image.
The fused details-layer \( s^d_F \) is then reconstructed using

\[
s^d_F = \sum_{j=1}^{J} d^F_j * x^z_j + \sum_{k=1}^{K} d^F_k * x^F_k.
\]

The fused base-layer \( s^b_F \) is obtained based on a compromise between maintaining the contrast resolutions of the fused details-layer and allowing the highest local intensities (since the pixel values in the standard images are limited to take values between 0 and 1, a plain addition of the fused components can result in saturation and loss of information). The final fused image \( s^F \) is found using

\[
s^F = s^d_F + s^b_F.
\]

The experimental evaluations using medical and infrared-visible image datasets, presented in Publication V, demonstrated improved fusion performances regarding preserving the details and local intensities compared to state-of-the-art multimodal image fusion algorithms.

### 4.2 NIR-RGB Image Fusion based on Convolutional SSA

NIR imaging can provide higher contrast resolutions, for example, in low-visibility atmospheric conditions such as fog or haze. Therefore, NIR-RGB image fusion has been used for outdoor image enhancement [21, 89]. In the following, we present the NIR-RGB image fusion method proposed in Publication VI, which is based on convolutional SSA and CDL.

The NIR images (denoted as \( s_{nir} \)) are available in greyscale. Thus, they can be fused with the greyscale version of the RGB images (denoted as \( s_{rgb} \)). Hence, the RGB images are first converted to a color space (e.g., YCbCr), where the greyscale component \( s_{grey} \) is separated from the color components. The images are then decomposed into their base-layers \( s^b_{nir} \) and \( s^b_{grey} \), and details-layers \( s^d_{nir} \) and \( s^d_{grey} \) using lowpass filtering. The fusion is performed over the details-layers (high-resolution components).

Using the proposed convolutional SSA method and coupled dictionaries \( \{d^d_{nir}\}_{K=1}^{K} \) and \( \{d^d_{grey}\}_{K=1}^{K} \), the sparse representations \( \{x^d_{nir}\}_{K=1}^{K} \) and \( \{x^d_{grey}\}_{K=1}^{K} \) are obtained for \( s^d_{nir} \) and \( s^d_{grey} \), respectively. Coupled dictionaries for NIR and greyscale images \( \{d^l_{nir}\}_{k=1}^{K} \) and \( \{d^l_{grey}\}_{k=1}^{K} \) are learned beforehand using a training dataset of NIR-RGB images. The fused sparse representations \( \{x^l_{nir(F)}\}_{k=1}^{K} \) and \( \{x^l_{grey(F)}\}_{k=1}^{K} \) are obtained using the max-absolute-value fusion rule (allowing only the most significant coefficients at each entry). The fused greyscale details-layer \( s^d_{grey(F)} \) is then reconstructed using

\[
s^d_{grey(F)} = \sum_{k=1}^{K} x^l_{nir(F)} * d^l_{nir} + \sum_{k=1}^{K} x^l_{grey(F)} * d^l_{grey}.
\]
The fused greyscale image $s^{F}_{\text{grey}}$ is formed using $s^{d(F)}_{\text{grey}}$ and the base-layer of the greyscale image
\[ s^{F}_{\text{grey}} = s^{b}_{\text{grey}} + s^{d(F)}_{\text{grey}}. \] (4.5)

Finally, the YCbCR image with $s^{F}_{\text{grey}}$ as the intensity layer and the color components of the RGB image is converted back to RGB format to generate the final fused image.

### 4.3 Experimental Results

In this section, we compare the CFL-based multimodal image fusion methods proposed in Publications IV-VI with state-of-the-art algorithms. The experiments are conducted using the following datasets:

1. Multimodal medical image fusion: multimodal CT-MR and MR-PET images taken from The Whole Brain Atlas database [77].
3. RGB-NIR image fusion: outdoor images taken from EPFL RGB-NIR Scene Dataset [78].

The comparisons are conducted using two medical image fusion methods: a method based on the convolutional neural networks and Laplacian pyramids (CNN) [103] and a method based on Laplacian redecomposition (LRD) [93]. We also use two IR-VL image fusion methods: a method that incorporates a hierarchical Bayesian model (Bayes) [88] and a method based on deep learning (Resnet) [101]. We compare the proposed RGB-NIR image fusion method to a method based on the top-hat transform (Top-Hat) [89]. For all methods, we use the default parameters tuned by the authors of the corresponding papers.

#### 4.3.1 Multimodal Medical Image Fusion Results

Figs. 4.2 and 4.3 show results for CT-MR and MR-PET image fusion using the compared medical image fusion methods. As can be seen, the CNN-based fusion method results in a significant loss of local intensities in both experiments. The LRD method leads to a loss of high-resolution details and results in color distortions (see Fig. 4.3). Both proposed fusion methods provide improved results in terms of preserving the local intensities and high-resolution details.
4.3.2 Visible-Light and Infrared Image Fusion Results

A pair of multimodal VL-IR images and their fusion results obtained using different methods are shown in Fig. 4.4. As can be seen, similar to the case of multimodal medical image fusion, the proposed fusion methods lead to enhanced contrast resolution and overall visibility.

4.3.3 RGB-NIR Image Fusion Results

Figs. 4.5 and 4.6 show examples of NIR and RGB images and their fusion results obtained using the method proposed in Publication IV and the method of [89]. Improvements obtained by using the proposed method can be clearly observed.
Figure 4.3. MR-PET image fusion results obtained using different methods.
Figure 4.4. VL-IR image fusion results obtained using different methods.
Multimodal Image Fusion

Figure 4.5. NIR-RGB image fusion results.

Figure 4.6. NIR-RGB image fusion results.
5. Conclusions

In this thesis, we have developed computationally efficient CSC and CDL algorithms that can be used in large-scale signal and image processing applications. Specifically, we have proposed a novel convolutional LS regression method that improves the efficiency of existing ADMM-based CSC and CDL algorithms. Additionally, we have proposed an efficient approximate ADMM-based OCDL method suitable for applications that require learning large dictionaries over high-dimensional signals.

Furthermore, we have presented new methods and developed computationally efficient algorithms for learning correlated features in multi-measure and multimodal signals based on sparse approximation and dictionary learning frameworks. We have also developed extensions and variations of the proposed CFL method based on the CSC model. The presented CFL methods can be potentially used in various signal and image processing applications that require a joint analysis of multiple correlated data. Specifically, we have proposed multimodal image fusion methods based on the proposed CFL algorithms. We used the learned coupled features to generate unified and reinforced (fused) images. We have addressed multimodal medical, IR-IV, and NIR-RGB image fusion problems.

Image fusion is a task where dictionary learning and sparse representations remain superior to deep learning-based methods. This is largely due to the absence of naturally fused images available for end-to-end supervised learning. Instead, fused images are synthesized by combining the information in multiple input images. Moreover, access to training data can be limited in many cases, for example, in medical image fusion.

In contrast, dictionary learning allows visual features to be learned as atoms of the dictionaries using very small datasets or even a single image. Based on the sparse representation and dictionary learning model, these learned visual features can be used as building blocks for constructing the fused image. Additionally, the magnitude of the sparse coefficients can be interpreted as a measure of the significance or visibility level of the visual features. By relying on these interpretations of the sparse model, the image fusion task can be addressed more effectively and efficiently with a smaller training dataset, fewer
Conclusions

parameters, shorter training time, etc.

Representative experimental results obtained using the proposed algorithms have been provided at the end of each chapter. The effectiveness of the proposed methods has been evaluated based on comparisons with state-of-the-art algorithms.

5.1 Potential Future Works

The CFL methods proposed in this thesis are specifically applicable to signals with grid-like structures, such as images and time series. It could be interesting to consider extending the CFL model to graph signals, for example, based on the existing graph dictionary learning algorithms [104, 105].

We proposed general image fusion methods with an emphasis on algorithmic simplicity to demonstrate the effectiveness of the proposed CFL algorithm. More comprehensive CFL-based image fusion methods incorporating the imaging modalities’ characteristics can enhance image fusion performance.
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Errata

Publication I

In the first paragraph of Section III, it is stated “this helps to bypass the non-convexity of dictionary update problem”, which is not accurate; the dictionary update problem is convex. Simultaneously updating the dictionary atoms and the nonzero entries in the sparse representations is non-convex.
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An Efficient Coupled Dictionary Learning Method

Farshad G. Veshki and Sergiy A. Vorobyov, Fellow, IEEE

Abstract—In this letter, we present a generic and computationally efficient method for coupled dictionary learning (CDL). The proposed method enforces relations between the corresponding atoms of dictionaries learned to represent two related but not necessarily of the same dimensionality) feature spaces, aiming that each pair of related signals from the two feature spaces has the same sparse representation with respect to their corresponding learned dictionaries. Coupled learned dictionaries have various applications in many sparse representation-based recognition and reconstruction problems, where the two related feature spaces are representing the same signal of different modalities or different qualities. The presented experimental comparisons show that the results obtained using our proposed CDL method are competitive to those of the state-of-the-art CDL methods in performance, while the proposed method has a significantly lower computational cost. Furthermore, the proposed method can be straightforwardly used for learning coupled dictionaries from more than two related feature spaces.

Index Terms—Coupled dictionary learning, feature space learning, sparse representation.

I. INTRODUCTION

SPARSITY and overcompleteness has been successfully used for diverse applications in signal processing over the last decade [1]–[4]. The fact exploited is that the signal $x$ can be described as a linear combination of few atoms over an over-complete dictionary $D$, and the problem of seeking such sparse representation can be formulated as $\min_{\alpha} \| \alpha \|_0$ s.t. $x \approx D \alpha$, where $\alpha$ is the sparse vector of coefficients for atoms in the dictionary $D$ and $\| \cdot \|_0$ denotes the operator that counts the number of non-zero entries in a vector.

Many applications have benefited remarkably from the above approach with learned overcomplete dictionary [5]–[8]. Representative examples of dictionary learning algorithms include the K-SVD method [9], the method of optimal directions (MOD) [10], and the online dictionary learning (OLD) method [11]. “Good” dictionaries are expected to be highly adaptive to the observed signals and to lead to accurate sparse representations.

While the single dictionary model has been extensively studied, there exists also a coupled dictionary viewpoint to sparsity and overcompleteness, where a coupled dictionary is needed to represent the double feature space, e.g., low-resolution (LR) and high-resolution (HR) images in image processing [2]. The combination of learned coupled dictionaries and sparse approximation is shown to be superior for representing double feature spaces [12]–[19]. Signal reconstruction problems [12]–[14], recognition tasks [16], [17], and multi-focus image fusion [18] are examples of applications of coupled dictionaries.

A majority of existing CDL algorithms aim to learn two related feature spaces through burdensome complex procedures, while the computationally demanding nature of dictionary learning algorithms becomes more restrictive when we need to learn two dictionaries simultaneously. In this letter, we propose a fast and easy to implement CDL scheme based on joint sparse coding and computationally cheap atom update rules, which dramatically reduces the computational cost compared to the existing CDL methods without sacrificing the performance even slightly.

II. PROBLEM STATEMENT

The CDL aims to find a pair of dictionaries $\{D_1 \in \mathbb{R}^{m_1 \times n}, D_2 \in \mathbb{R}^{m_2 \times n}\}$ best representing two subsets of $p$ training signals $X_1 = [x_1, \ldots, x_p]$ and $X_2 = [x_1^{(2)}, \ldots, x_p^{(2)}]$ in such a way that if a linear combination of atoms of $D_1$ models a signal in $X_1$, the same linear combination of atoms of $D_2$ also models the corresponding signal in $X_2$. Notice that the dimensionalities of $X_1$ and $X_2$ are not necessarily the same. Then the CDL problem can be formulated as the following optimization problem [12]

$$\min_{D_1, D_2} \omega \| X_1 - D_1 \Gamma \|_F^2 + (1 - \omega) \| X_2 - D_2 \Gamma \|_F^2$$

s.t. $\| \gamma_i \|_0 < T_0$, $\| [d_{1i}]_r \|_2 = 1$, $\| [d_{2i}]_c \|_2 = 1, \forall r, i$ (1)

where $[d_{1i}]_r$ and $[d_{2i}]_c$ are the $r$-th dictionary atoms (columns) of $D_1$ and $D_2$, respectively, $T_0$ is the constraint value on sparsity, $\gamma_i$ denotes the $i$-th column of $\Gamma$ ("c" is for "column"), $\omega$ ($0 \leq \omega \leq 1$) controls the two approximation errors associated to $D_1$ and $D_2$, $\| \cdot \|_2$ is the Euclidean norm of a vector, and $\| \cdot \|_F$ is the Frobenius norm of a matrix.

A commonly used approximation for (1) is based on reformulating (1) as a joint dictionary learning problem (2)

$$\min_{D} \| X - D \Gamma \|_F^2$$

s.t. $\| \gamma_i \|_0 \leq T_0, \forall i$ (2)

where $X \triangleq \sqrt{\frac{1}{\omega}} X_1$ and $D \triangleq \sqrt{\frac{1}{\omega}} D_1$. Problem (2) can be addressed using any single dictionary learning method. However, problems (1) and (2) are not equivalent with respect to $D_1$ and $D_2$. Thus, the jointly learned dictionaries are not guaranteed to be individually adaptive to $X_1$ and $X_2$, respectively.
A bilevel optimization scheme which directly addresses (1) has been also proposed in [12]. It alternatively optimizes $D_1$ and $D_2$, where $\Gamma$ is the sparse representation of $X_1$ over $D_1$. It is the state-of-the-art CDL method for our developments. Moreover, instead of enforcing an identical sparse representation, the method in [15] learns $D_1$ and $\Gamma_2 = WT_1$ representing $X_1$ and $X_2$, respectively. Here $W$ is a linear mapping from $\Gamma_1$ to $\Gamma_2$. This method also solves the CDL problem (1) in the sense that the product of the dictionaries $D_1$ and $D_2 = D_2 W$ and the common sparse representation $\Gamma_1$ will reconstruct $X_1$ and $X_2$, respectively. The main problem with the existing CDL methods is their high computational complexities. A bilevel optimization scheme which directly addresses (1) has been also proposed in [12]. It alternatively optimizes $D_1$ and $D_2$, where $\Gamma$ is the sparse representation of $X_1$ over $D_1$. It is the state-of-the-art CDL method for our developments. Moreover, instead of enforcing an identical sparse representation, the method in [15] learns $D_1$ and $\Gamma_2 = WT_1$ representing $X_1$ and $X_2$, respectively. Here $W$ is a linear mapping from $\Gamma_1$ to $\Gamma_2$. This method also solves the CDL problem (1) in the sense that the product of the dictionaries $D_1$ and $D_2 = D_2 W$ and the common sparse representation $\Gamma_1$ will reconstruct $X_1$ and $X_2$, respectively. The main problem with the existing CDL methods is their high computational complexities.

### III. PROPOSED METHOD

In this letter, we propose to exploit the fact that CDL problem (1) is equivalent to the joint dictionary learning problem (2) with respect to $\Gamma$. Performing the sparse coding jointly, apart from simplifying the algorithm, improves the effectiveness of the CDL update cycles. We also show that the atoms of $D_1$ and $D_2$ can be learned disjointly from each other, only with respect to their corresponding rows in $\Gamma$. This helps to bypass the non-convexity of dictionary update problem, that arises from the sparsity constraint on $\Gamma$, and to learn the optimal atoms using computationally cheap update rules only with respect to the nonzero entries of $\Gamma$.

Thus, we split the optimization variables in problem (1) into two subsets: $\{\Gamma\}$ and $\{D_1, D_2\}$. Then (1) can be addressed in alternating manner by iterating between two phases, where in the first phase $\Gamma$ is optimized under the constraint $||\gamma_i||_0 < T_0$ – a joint sparse coding problem, and in the second phase $D_1$ and $D_2$ are optimized under the constraints $||d_1||_2 = 1$ and $||d_2||_2 = 1$, respectively, – a coupled dictionary update problem. The general procedure for our CDL method is then summarized in the block-diagram presented in Fig. 1. The dashed arrow in the block diagram indicates that in order to preserve the same sparse representation for both $D_1$ and $D_2$, the updates of $\Gamma$ need to be performed in a coupled manner also during the dictionary update phase. The dictionaries can be initialized by any fixed basis overcomplete dictionary, e.g., discrete cosine transform (DCT) dictionary or a Gaussian random matrix of appropriate size with ($l_2$-norm) normalized columns. Moreover, we show that our method can be easily extended to learning coupled dictionaries from multiple feature spaces.

### A. Joint Sparse Coding

Problems (1) and (2) are equivalent with respect to only $\Gamma$. Thus, the optimal $\Gamma$ for CDL scenario is equal to the sparse approximation of joint training data with respect to the joint dictionary, i.e., $X$ and $D$ (defined after (2)), respectively. Such a sparse coding problem can be solved using many available sparse coding algorithms, for example, orthogonal matching pursuit (OMP) [20], focal underdetermined system solver (FOCUSS) [21], and least angle regression (LARS) [22], [23].

### B. Coupled Dictionary Update

For the common sparse representation $\Gamma$, problem (1) needs to be solved then over the coupled dictionaries $D_1$ and $D_2$. The corresponding optimization problem is given as

$$
\min_{D_1, D_2} \omega \sum_t \|X_t - \sum_{\gamma_i} |\gamma_i|_r \|_F^2 + (1 - \omega) \sum_t \|X_t - \sum_{\gamma_i} |\gamma_i|_r \|_F^2,
$$

subject to the constraints in (1). Here, $\gamma_i$ is the $i$-th row of $\Gamma$ (“$r$” is for “row”), and we rewrite the products $D_1 \Gamma$ and $D_2 \Gamma$ as the sums of vector outer products $|\gamma_i|_r \gamma_i^T$ and $|\gamma_i|_r \gamma_i^T$, respectively. Then each pair of corresponding atoms can be updated disjointly from the others and independent from $\omega$. Thus, to update the $t$-th pair of atoms, we fix the remaining atoms, and the optimization problem (3) as

$$
|\gamma_i|_r \triangleq \left[ X_t - \sum_{\gamma_i} |\gamma_i|_r \right] \gamma_i^T, \quad f_t = \{ i | |\gamma_i|_r \neq 0 \}.
$$

Here $f_t$ is the set of indices of nonzero entries of $|\gamma_i|_r$. In a single-dictionary update problem, K-SVD [9] addresses (4) by finding the rank-1 approximation of $|E_i|_r$, using singular value decomposition (SVD) and simultaneously updates $|d_i|_r$ and $|\gamma_i|_r$. However, this approach is not applicable to the coupled dictionary update case, since $|\gamma_i|_r$ needs to be preserved identical for both dictionaries. Instead, we address (4) by solving two separate least squares (LS) problems. The solutions can be easily found as $|d_i|_r = (|E_i|_r |\gamma_i|_r^T) / |||\gamma_i|_r^T||^2_2$, $i = 1, 2$. Since we need to normalize the $l_2$-norm of each atom to one anyway, the normalization term $|||\gamma_i|_r^T||^2_2$ can be dropped. Then the atom update rule is

$$
|d_i|_r = (|E_i|_r |\gamma_i|_r^T), \quad i = 1, 2.
$$

After updating $|d_i|_r$, $i = 1, 2$, we need to update $|\gamma_i|_r$. Since $|d_i|_r$ is a unit vector, the solution of (3), this time over $|\gamma_i|_r$, can be efficiently found as

$$
|\gamma_i|_r = d_i^T E_t
$$

where $d_i = \left[ \sqrt{\frac{|\gamma_i|_r^T |d_i|_r} {\omega}} \right]_r$ and $E_t = \left[ \sqrt{\frac{|\gamma_i|_r^T |E_t|} {1 - \omega}} \right]_r$. When $f_t$ is empty, i.e., when $|d_i|_r$ and $|d_j|_r$ are not used in the approximation of any training sample, they can be substituted

---

1. See Section IV for detailed studies of complexity.
2. We explain this in details later in Subsection IV-B.
Algorithm 1: Coupled Dictionary Learning.

Input: \(X_1\) and \(X_2\), and \(D_0 = \text{DCT dictionary.}\)

1: Initialization: Set \(D_1 := D_0, D_2 := D_0.\)
2: Number of update cycles := \(N.\)
3: for \(N\) cycles do
4: \hspace{1em} Joint sparse coding:
5: \hspace{2em} Find \(T\) over \(X, D (2);\)
6: \hspace{2em} for \(t = 1 \cdots \text{number of atoms}\) do
7: \hspace{3em} Find \(f_t = \{x[i] | T[i] = 1\} ;\)
8: \hspace{3em} if \(f_t \neq \emptyset\)
9: \hspace{4em} Update \([d_{i1}]_t\) and \([d_{i2}]_t\) using (5);
10: \hspace{4em} Normalize the atoms:
11: \hspace{4em} \[d_{i1}]_t = \frac{[d_{i1}]_t}{\sum_{i=1}^{\text{dim}}[d_{i1}]_t^2\}^1/2; \quad [d_{i2}]_t = \frac{[d_{i2}]_t}{\sum_{i=1}^{\text{dim}}[d_{i2}]_t^2\}^1/2;\]
12: \hspace{3em} Update \(\gamma_i\) using (6);
13: \hspace{3em} else
14: \hspace{4em} end if
15: \hspace{2em} end for
16: Update \([d_{i1}]_t\) and \([d_{i2}]_t\) using (7);
17: end for
Output: The pairwise correlated dictionaries \(D_1\) and \(D_2.\)

with the pair of inputs \([x_1]\), \(x_2]\) of the highest approximation residuals. This can be formulated as

\[
[d_{i1}] = \frac{[x_i]}{\|x_i\|_2}, \quad j = \arg \max \|x_j - D\gamma_j\|_2^2, \quad i = 1, 2.
\]

C. Summary of the Algorithm

The overall algorithm for CDL can be then summarized as in Algorithm 1.

D. Complexity Analysis

Let \(s_i, s_t\) be the number of nonzero entries in \(i\)-th column and row of \(\Gamma\), respectively, and \(S\) be the total number of nonzero elements. For sparse coding, we recommend LARS/Homotopy \(l_1\)-minimization algorithm [23]. The computational complexity of \(k\)-step Homotopy algorithms for a general \(m \times n\) dictionary is bounded by \(sn^2 + smn\) flops [27], where \(s\) is the number of nonzero coefficients. Then the complexity of dense coding for our method is bounded by \(\sum_{i=1}^{s} \gamma_i^2 (m_1 + m_2)^2 + \gamma_i (m_1 + m_2) = S(m_1 + m_2) + \sum_{i=1}^{s} \gamma_i^2 (m_1 + m_2)\) flops per each learning cycle. Also, the complexity of atom update phase (equations (5) and (6)) is \(2s_i (m_1 + m_2) = 2S(m_1 + m_2)\) flops per learning cycle.

E. CDL for More Than Two Feature Spaces

The proposed method can be directly applied to the case where \(M\) coupled dictionaries need to be learned from \(M\) related feature spaces. This is the case, e.g., in distributed compressed sensing where three dictionaries need to be learned (for common and two innovation components) [28], [29]. For such case, the objective function in (1) can be rewritten as

\[
\min_{D_1, \ldots, D_M} \sum_{j=1}^{M} \lambda_j \|X_j - D_j \|_F^2
\]

where \(\lambda_j (\sum_{j=1}^{M} \lambda_j = 1, \lambda_j \geq 0)\) controls the tradeoff among approximation errors. Then, for the joint sparse coding phase, \(X\) and \(D\) are formed as

\[
X = [\sqrt{\lambda_1}X_1^T, \ldots, \sqrt{\lambda_M}X_M^T]^T,
\]

\[
D = [\sqrt{\lambda_1}D_1^T, \ldots, \sqrt{\lambda_M}D_M^T]^T.
\]

The atom update rule (5) is the same for multiple dictionary learning case. The only difference is that \(t = 1, \ldots, M\) this time. Then, the rows of \(\Gamma\) can be updated using (6) with

\[
d_t = [\sqrt{\lambda_1}d_{1t}^T, \ldots, \sqrt{\lambda_M}d_{Mt}^T]^T,
\]

\[
E_t = [\sqrt{\lambda_1}E_1^T, \ldots, \sqrt{\lambda_M}E_M^T]^T.
\]

IV. Experimental Results

In this section, we compare our CDL method with the method of [12] in terms of the performance in an image super-resolution (SR) problem, convergence speed, and algorithm complexity. We employ the CDL based signal-image SR algorithm used in [12]. The experiments are performed on a PC running an Intel(R) Xeon(R) 3.40 GHz CPU.

A. CDL for Image Super Resolution

The image SR algorithm of [12] employs two dictionaries learned over two datasets of corresponding LR and HR images to recover the SR image patches from their LR versions. Instead of the original LR signals, features containing their median frequency band, which are known to contain the most relevant information [2], are extracted using four 1-D filters. The dimensionality of the obtained feature vectors are then four times higher than the original signals. We train three pairs of dictionaries (where \(n = 512\) always) using our method, the method of [12], and K-SVD [9] (for joint dictionary learning as in (2)). The parameter \(\omega\) is always equal to 0.5. Both CDL algorithms are initialized using Gaussian random dictionaries. The training data\(^3\) includes 10,000 vectorized HR intensity patches \(X_2 \in \mathbb{R}^{512 \times n}\), and their corresponding LR feature vectors \(X_1 \in \mathbb{R}^{100 \times n}\). Using each pair of learned dictionaries, while the rest of the parameters are kept unchanged, we apply the SR algorithm of [12] to a four times downsized version of Lena image, then compare the results in Fig. 2. The results are also compared with the upsized image using bicubic interpolation [24].

\(^3\)The training data is taken from the demo software of [2] made available online by the authors of [25].

\(^4\)RMSE values are calculated as \(\sqrt{\frac{1}{P} \sum_{n=1}^{P} (x_n - D\gamma_n)^2}\).
Fig. 2. (a) Input (128×128), (b) original image (512×512), (c) upsized image using bicubic interpolation [24]; the reconstructed images using (d) jointly learned dictionaries, (e) Yang et al. CDL method [12], and (f) the proposed CDL method.

TABLE I

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>7.6354</td>
<td>8.346</td>
<td>7.3968</td>
<td>7.3485</td>
</tr>
<tr>
<td>Child</td>
<td>5.8584</td>
<td>6.5328</td>
<td>5.6994</td>
<td>5.7277</td>
</tr>
<tr>
<td>Peppers</td>
<td>8.1263</td>
<td>8.7691</td>
<td>7.9389</td>
<td>7.9124</td>
</tr>
</tbody>
</table>

Fig. 3. Comparing the proposed CDL method – 2 and the method of [12] – 1, in terms of: a) density of \( \Gamma \) (the ratio between the number of nonzeros and total number of entries), b) RMSE of approximaion of \( X_1 \), and c) RMSE of approximaion of \( X_2 \), over 15 CDL cycles.

Fig. 2. (a) Input (128×128), (b) original image (512×512), (c) upsized image using bicubic interpolation [24]; the reconstructed images using (d) jointly learned dictionaries, (e) Yang et al. CDL method [12], and (f) the proposed CDL method.

method have similar performance, and both of them perform better than jointly learned dictionaries.

B. Convergence Speed

To compare the convergence speed of the two CDL algorithms, we visualize the density of \( \Gamma \) (see Fig. 3(a)) and RMSE values associated with \( X_1 \) and \( X_2 \) (see Fig. 3(b,c)), during 15 CDL cycles. In the first few cycles, the density of \( \Gamma \) is higher for our method, because we perform the sparse coding jointly, while in [12] it is performed only for \( X_1 \). The latter also results in lower RMSE for [12] in approximation of \( X_1 \), however, it leads to higher RMSE for that of \( X_2 \). In each dictionary update phase, the lower bounds of error for the approximations \( D_1 \Gamma \approx X_1 \) and \( D_2 \Gamma \approx X_2 \) are directly dependent on the overlaps between the row-space of \( \Gamma \) and those of \( X_1 \) and \( X_2 \), respectively. The row-space of a jointly optimal \( \Gamma \) approximately spans that of \( X \) \( (D_\Gamma \approx X) \) which means that it also approximately spans the row-spaces of \( X_1 \) and \( X_2 \) (since \( X \) has the rows of \( X_1 \) and \( X_2 \)). However, the latter is not guaranteed if \( \Gamma \) is obtained only for \( X_1 \) as in [12].

The density of \( \Gamma \) in both experiments converges to around 0.003 (in average 1.53 nonzero entries per column). In Fig. 3, the superiority of the proposed method in terms of convergence speed is clearly visible. The convergence takes nearly 25 and 90 seconds for our method and that of [12], respectively.

C. Complexity Comparison

The computational complexity of the CDL algorithm is not given in [12]. Thus, we calculate it and compare to that of our proposed method. We use LARS/Homotopy algorithm [23] also for [12]. The complexity of sparse coding and updating \( D_1 \) for [12] is at least \( SN(2m_1^2 + 2m_1n + 5m_1 + 3m_2) \) flops. Learning \( D_2 \) using Lagrange dual method proposed in [26] (as recommended in [12]) also needs \( p(N + 2M)(n^2 + nm_2) \) flops where \( M \) is the number of iterations of the conjugate gradient descent method that [26] uses for finding the optimal dual variables. Considering that \( m_2, m_1 \ll n \ll p < S \), it is easy to see that the total computational cost of our CDL method is significantly lower than that of the method of [12].

V. CONCLUSION

A novel computationally efficient CDL algorithm that enforces common sparse representations for double feature spaces and can be straightforwardly extended to learn coupled dictionaries from more than two feature spaces has been proposed. The performance and convergence speed of the proposed method have been compared to the state-of-the-art CDL method. The comparison results show that the proposed method reduces dramatically the computational costs, which is crucially important for computationally costly tasks such as CDL.
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Image Fusion using Joint Sparse Representations and Coupled Dictionary Learning

Farshad G. Veshki, Nora Ouzir and Sergiy A. Vorobyov, Fellow, IEEE

Abstract—The image fusion problem consists in combining complementary parts of multiple images captured, for example, with different focal settings into one image of higher quality. This requires the identification of the sharpest areas in sets of input images. Recently, it was shown that coupled dictionary learning can successfully capture the relationships between high- and low-resolution patches in the context of single image super-resolution. In this work, to identify the sharp image patches, we propose an improved discriminative coupled dictionary learning approach using joint sparse representations in blurred and focused dictionaries. In addition, a pixel-wise processing of the boundaries (i.e., patches containing blurred and focused pixels) is proposed. The experimental results using two natural image datasets, as well as a sequence of in vivo microscopy images, show the competitiveness of the proposed method compared to state-of-the-art algorithms in terms of accuracy and computational time.

Index Terms—Image fusion, coupled dictionary learning, joint sparse representations.

I. INTRODUCTION

Image fusion is a post-processing technique that combines the relevant information from multiple images captured with different tools or parameters in a single image. Image fusion techniques seek to preserve image quality without resorting to often costly specialized optic sensors [1]–[3]. Due to the potential for a considerable cost reduction, image fusion has attracted increased attention in various fields, including remote sensing or medical imaging [4]–[7].

State-of-the-art image fusion methods can be grouped into two main categories: spatial and transform domain methods. The first approach relies on measures such as spatial frequency [8] and phase congruency [9] that allow the significance level of pixels (or image patches) to be evaluated. A fused image is then obtained by assigning the elements with the highest significance levels to their corresponding locations in the final image. In the second approach, the input images are transformed, and fusion is performed over the transform coefficients before generating the all-in-focus image by using inverse transform. Typical transform domain approaches use frequency-based transforms, such as wavelets [10].

One emerging image fusion approach utilizes sparse representations in dictionaries learned from the data itself [11]–[14]. These methods exploit the fact that patches of natural images can be compactly represented by a linear combination of only few atoms of an over-complete dictionary. Sparsity is then used either as a quality measure [11], or in order to learn the desired features from the labelled training data [12]. However, these methods commonly employ a single (usually focused) dictionary. The main drawback of the single dictionary approach is that it fails to take advantage of the features in the degraded and noisy images. Specifically, the inability of properly describing degraded patches can noticeably reduce the accuracy of the sparse representation. To bypass this issue, a simultaneous learning of blurred and focused dictionaries was proposed in [14]. However, this method does not exploit the core advantage of coupled dictionary learning (CDL), which is based on a common sparse representation that expresses the correlation between blurred and focused features. Specifically, separate sparse codes are used for each dictionary, which are then averaged in order to perform fusion [14].

The CDL technique has led to state-of-the-art performance in various image processing applications [15]–[18]. CDL is designed to learn a pair of dictionaries for capturing the relationships between two correlated input data. In particular, the dictionaries are coupled, in the sense that they use common sparsity coefficients to reconstruct the data. For example, coupled dictionaries have been successfully used for describing the connection between high- and low-resolution features in image super-resolution [17]. Similarly, one can use CDL to capture blurred and focused image features [14]. In the context of multi-focus image fusion, CDL can be formulated as the following minimization problem:

\[
\min_{D_F, D_B, A} \| X_{Ft} - D_F A \|_F^2 + \| X_{Bt} - D_B A \|_F^2
\]

s.t. \| \alpha_i \|_0 \leq K, \| [d_{Fj}] \|_2 = 1, \| [d_{Bj}] \|_2 = 1, \forall j, i

(1)

where \(D_F \in \mathbb{R}^{n \times q}\) and \(D_B \in \mathbb{R}^{n \times q}\) represent the focused and blurred dictionaries, respectively, with \([d_{Fj}]\), \([d_{Bj}]\) referring to their \(j\)-th columns (i.e., atoms). The focused and blurred training data are denoted as \(X_{Ft}\) and \(X_{Bt}\), respectively. The \(i\)-th column of the common sparse representation matrix \(A\) is denoted as \(\alpha_i\). Finally, \(\| \cdot \|_0\) is the operator counting the number of non-zero coefficients in a vector, \(K\) is the maximum number of such coefficients, and \(\| \cdot \|_F\) denotes the Frobenius norm. In image fusion, CDL can be interpreted as an approximation of the underlying blurring function in the form of a linear transformation between any two tight column-wise corresponding subspaces of \(D_F\) and \(D_B\). Once the coupled dictionaries are learned, the joint sparse representation of two input image patches can be used for reconstruction or for building a fusion rule, as will be explained later in this paper.

In this work, we introduce a novel CDL-based image fusion method. The proposed approach consists of two main stages. First, CDL is used to capture the relationships between blurred...
and focused features by learning coupled dictionaries from labelled training data. In order to improve the discriminability of the dictionaries, a CDL method using structured incoherence is proposed. In a second stage, the reconstruction errors (obtained after a sparse coding phase) of a pair of input patches are used to identify the focused patch. In contrast to the method of [14], we do not separate the sparse representations in each dictionary, but rather promote the correlation between blurred and focused images by enforcing joint sparsity. Furthermore, we employ the reconstruction errors instead of the sparsity-level as a discriminative rule. Finally, an all-in-focus image is obtained by averaging the selected focused patches. The effect of blocking artefacts is mitigated by applying a sliding window approach. Since the patches located between blurred and focused areas contain varying focus levels, we propose a pixel-wise strategy for handling boundary regions. Experimental results using two natural image datasets and a sequence of in vivo microscopy images are presented in Section III. The results show the proposed method to be more effective than several existing fusion approaches.

II. IMAGE FUSION USING CDL

A. Problem formulation

We consider the fusion problem where, for simplicity but without loss of generality, two images $I_1 \in \mathbb{R}^{N \times M}$ and $I_2 \in \mathbb{R}^{N \times M}$ with varying focus levels are fused into an all-in-focus image $Y \in \mathbb{R}^{N \times M}$. We propose to use a patch-wise approach where $n_p$ patches of size $n$ are extracted from $I_1$ and $I_2$, then concatenated into two matrices $X_1 \in \mathbb{R}^{n \times n_p}$ and $X_2 \in \mathbb{R}^{n \times n_p}$, respectively. The corresponding single input patches are denoted by $x_1 \in \mathbb{R}^n$ or $x_2 \in \mathbb{R}^n$. After selecting the focused patches $x_F$ from the pair $(x_1, x_2)$ and concatenating them into a matrix $X_F \in \mathbb{R}^{n \times n_p}$, the final all-in-focus image is obtained by weighted averaging as follows

$$Y = P^*(X_F),$$

where $P(\cdot) : \mathbb{R}^{N \times N} \mapsto \mathbb{R}^{n \times n_p}$ is a linear operator that extracts $n_p$ overlapping patches of size $n$ from an image, and $P^*(\cdot)$ is its adjoint operation, which places each patch into its location in the image and performs averaging depending on the amount of overlap between patches, i.e., $P^*[P(I)] = I$. The following subsections first provide some details on the CDL approach used for learning the dictionaries $D_F$ and $D_B$. Then the sparse representation-based selection rule allowing the patches $x_F$ to be selected is presented.

B. CDL with structured incoherence

Prior to fusion, two coupled dictionaries $D_F$ (focused) and $D_B$ (blurred) are learned using labelled training data. The dictionaries are obtained by solving (1), as explained in Section I. In this work, we choose to solve (1) using the algorithm proposed in [22]. More specifically, the method of [22] is based on an iterative minimization approach, that alternates between minimizations with respect to the dictionaries $D_F$ and $D_B$, and the sparse codes in $A$. The sparse coding step is solved using the orthogonal matching pursuit (OMP) [19], while the dictionary update is obtained by solving the following minimization problem:

$$[d_{c}]_j = \arg \min_{[d_{c}]_j} \left\{ \| E_{c} \|_2 ( [d_{c}]_j, [\alpha_j^T]_{f_j} )_F^2, \; c \in \{ F, B \} \right\} \tag{3}$$

such that

$$[E_{c}]_j \triangleq \left[ X_c - \sum_{s \neq j} [d_{c}]_s [\alpha_j^T]_{f_s} \right]_{f_j}$$

and $f_j = \{ i \| \alpha_i^T \|_0 \neq 0 \}$,

where $\alpha_i^T$ is the $j$th row of $A$, $f_j$ is an indicator function that selects the non-zero entries in $\alpha_j^T$, and the subscript $c$ stands for the labels $F$ (for focused) or $B$ (for blurred training data). Since the dictionaries are used to classify the patches as either belonging to class $F$ or $B$ (see Subsection II-C), it is desirable that the dictionaries provide the best discriminative power. In this work, a discriminative constraint based on structured incoherence is added to (3). Note that this approach has been successfully used in [21] for the discriminative dictionary learning. The key idea is to add a constraint that enforces each dictionary to be weak at representing other classes. The incoherence term takes the form $C(D_F, D_B) = \| D_F^T D_B \|_2^2$. The dictionary update problem becomes

$$[d_{c}]_j = \arg \min_{[d_{c}]_j} \left\{ \| E_{c} \|_2 ( [d_{c}]_j, [\alpha_j^T]_{f_j} )_F^2 + \lambda \| D_F^T [d_{c}]_j \|_2^2, \; c \in \{ F, B \} \right\} \tag{4}$$

where $\lambda > 0$ controls the trade-off between the reconstructive and discriminative properties of the dictionaries $D_F$ and $D_B$. Note that in (4), the incoherence term is formulated atom-wise. The corresponding atom update rule is then formulated as follows:

$$[d_{c}]_j = \left( \lambda D_B D_B^T + \| \alpha_j^T \|_2^2 I_A \right)^{-1} [E_{c}]_j [\alpha_j^T]_{f_j}^T, \; c \in \{ F, B \} \tag{5}$$

where $I_A$ denotes the identity matrix. For a more detailed description of the remaining steps of the CDL algorithm, the reader is referred to [22].

C. Fusion using sparse representation

A classical way of classifying input signals using sparse representation is by evaluating their reconstruction errors [20]. The key idea is that each element should be assigned to the class providing the smallest reconstruction error, i.e., the best sparse representation. However, since multi-focus images are highly correlated, standard dictionary learning methods lead to a considerable overlap between the dictionaries $D_F$ and $D_B$, making classification impractical. The CDL framework described in Subsection II-B allows to overcome this issue by insuring that the learnt dictionaries are sufficiently independent and discriminative. In particular, classification can be performed using a concatenation of the coupled dictionaries $D_F^T D_B^T$ and $D_B^T D_F^T$. These matrices can be used as means of describing the function between two patches $x_1$ and $x_2$, i.e., blurring and deblurring, respectively. Note that since identifying focused patches is a binary classification problem, it is sufficient to use one dictionary $D \triangleq [D_F^T D_B^T]$. 
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1) Selection rule: In this work, the focused patches $x_F$ are selected using the reconstruction error-based approach. More specifically, let $e_1$ and $e_2$ be the reconstruction errors associated with the blurring and deblurring functions, respectively. This can be formulated as

$$
\begin{align*}
e_1 &= \| [x_1^T \ x_2^T]^T - D\alpha \|^2_2 \\
e_2 &= \| [x_1^T \ x_2^T]^T - D\alpha \|^2_2,
\end{align*}
$$

where $\alpha$ contains the associated sparse codes. The selection rule is then based on the fact that a relatively smaller value of $e_1$ indicates that $x_1$ has undergone blurring (resulting in $x_2$). For the purpose of processing the boundary region (explained below), a pixel-wise sparse representation error is also defined as follows:

$$
\begin{align*}
e'_1 &= (x_1 - D_F\alpha)^2 + (x_2 - D_B\alpha)^2 \\
e'_2 &= (x_1 - D_B\alpha)^2 + (x_2 - D_F\alpha)^2,
\end{align*}
$$

The selection rule for the pair of patches $x_1$ and $x_2$ can then be expressed as

$$
\begin{align*}
x_F &= x_1, & \text{if } e_1 < e_2 \\
x_F &= x_2, & \text{otherwise}
\end{align*}
$$

Note that in (8) the equality condition is not taken into account since $e_1$ and $e_2$ cannot be equal.

2) Fusion and processing of boundary regions: Once the selection rule is applied to all the patches in the images, a patch-wise decision mask $M_p$ is straightforwardly obtained (such that the patches in $M_p$ contain values $c \in \{1, 2\}$). The pixel-wise decision mask is reconstructed using

$$
M = \mathcal{P}^*(M_p),
$$

where $M$ now contains values $c' \in \{1, 2\}$. One could directly use $M$ to form the final image $Y$ by assigning pixels according to their labels at each location. However, this approach can lead to errors around the boundaries between blurred and focused regions, caused by the weighted averaging of patches containing both blurred and focused pixels. In order to bypass this issue, a pixel-wise labelling is proposed for these regions. More specifically, the mask $M$ is used to first detect the boundary region, which contains all the pixels with labels in the interval $[1, 2]$. In the second step, the pixel-wise sparse coding errors (7) are used to assign new labels to the pixels within the boundary region. Finally, the all-in-focus image $Y$ is obtained by assigning pixels according to their labels in $M$ to each location $(k, l)$, as follows:

$$
Y_{kl} = (2 - M_{kl})I_{1,kl} + (M_{kl} - 1)I_{2,kl}
$$

The different steps of the proposed image fusion algorithm are summarized in Algorithm 1.

### Algorithm 1: Image Fusion using CDL

**Input:** Input images $I_1$ and $I_2$, and learnt coupled dictionary $D = [D_F^T \ D_B^T]^T$.

1. **Patch extraction:** $X_1 = \mathcal{P}(I_1)$ and $X_2 = \mathcal{P}(I_2)$;
2. **Subtract the mean of each patch:** $x_1 = x_1 - \text{mean}(x_1)$ and $x_2 = x_2 - \text{mean}(x_2)$;
3. **for each patch:**
   4. **Find $\alpha$ using OMP;**
   5. **Compute the errors $e_1$ and $e_2$ in (6);**
   6. **Find $x_F$ by applying the selection rule (8);**
7. **end for**
8. **Reconstruct the decision mask using (9);**
9. **Process decision boundaries using the errors in (7);**
10. **Form the final all-in-focus image $Y$ using the decision mask.**

**Output:** The all-in-focus image $Y$.

These methods include one transform domain approach using Laplacian pyramids (LP) [28], a spatial domain method using phase congruency (PC) [9], a sparse representation-based approach using convolutional dictionaries (CSR) [29], and a method for microscopic medical image fusion using mean-shift segmentation [32]. For the data without available ground-truth, the evaluation is based on the normalized mutual information (NMI) [26], the objective image fusion performance measure ($Q_{All/F}$) [25] and Tone mapped index (TMQI) [27]. When ground-truth is available, we also use the mean-squared-error (MSE). First, experiments are conducted on two widely used multi-focus datasets referred to as Lytro [23] and Grayscale [24]. Note that the Grayscale dataset provides ground-truth all-in-focus images, which can be used to compute the MSE. In a second experiment, a sequence of real medical images is used to validate the proposed method. Specifically, a sequence of 15 partially blurred and noisy microscopy images is used [31]. All experiments are performed on a PC running an Intel(R) Xeon(R) 3.40GHz CPU.

The coupled dictionaries $D_F$ and $D_B$ are learnt using 40000 pairs of blurred and focused patches extracted from 4 images.

---

**III. Experiments**

In this section, the proposed method is compared with four recent fusion methods including state-of-the-art. Specifically,
of the Lytro dataset (the rest of the images are used for testing). The dictionary learning parameters are set empirically with a sparsity parameter $K = 10$, a redundancy of 4 and a patch size of $16 \times 16$. The resulting dictionaries are of size $256 \times 1024$. Finally, the maximum number of iterations of the CDL step is set to 20.

### A. Fusion results using Lytro and Grayscale images

The fusion results are quantitatively compared in terms of average NMI, $Q_{AB/F}$, and MSE for the two considered datasets. The results reported in Table I show that the best overall performance is provided by the proposed and PC methods for both datasets. More specifically, the PC and proposed approaches lead to similar NMI and $Q_{AB/F}$ values, while the proposed method results in significantly lower MSE. One can also see that the proposed method provides competitive execution times.

Fig. 2 shows the resulting all-in-focus images obtained for the input images in Fig. 1-(a,b) using the proposed and PC methods. Note that the mask is first computed for the grayscale version of the images before applying it to the RGB layers. A visual inspection of the resulting all-in-focus images shows that the proposed method allows the edges to be preserved. In particular, the boundaries between blurred and focused regions are sharper, as can be clearly observed in the magnified regions in Fig. 2-d and Fig. 2-e.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$Q_{AB/F}$</th>
<th>NMI</th>
<th>TMQI</th>
<th>MSE</th>
<th>Execution time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gray</td>
<td>0.7434</td>
<td>1.0406</td>
<td>0.9347</td>
<td>6.0308</td>
<td>0.0056</td>
</tr>
<tr>
<td>Lytro</td>
<td>0.7524</td>
<td>1.0036</td>
<td>0.6628</td>
<td>–</td>
<td>0.0107</td>
</tr>
<tr>
<td>PC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gray</td>
<td>0.7535</td>
<td>1.2216</td>
<td>0.9321</td>
<td>6.8984</td>
<td>0.5104</td>
</tr>
<tr>
<td>Lytro</td>
<td>0.7397</td>
<td>1.2089</td>
<td>0.6648</td>
<td>–</td>
<td>1.0557</td>
</tr>
<tr>
<td>CSR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gray</td>
<td>0.7198</td>
<td>1.1026</td>
<td>0.9292</td>
<td>4.6927</td>
<td>54.8437</td>
</tr>
<tr>
<td>Lytro</td>
<td>0.7304</td>
<td>1.0340</td>
<td>0.6619</td>
<td>–</td>
<td>99.1661</td>
</tr>
<tr>
<td>Us</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gray</td>
<td>0.7512</td>
<td>1.1772</td>
<td>0.9331</td>
<td>3.3453</td>
<td>1.4180</td>
</tr>
<tr>
<td>Lytro</td>
<td>0.7561</td>
<td>1.1913</td>
<td>0.6628</td>
<td>–</td>
<td>2.5627</td>
</tr>
</tbody>
</table>

**TABLE I:** The average results of NMI, $Q_{AB/F}$, TMQI, MSE and execution time for the Lytro and Grayscale datasets.

Fig. 2: Fusion results by (a) PC and (b) the proposed method, the corresponding magnified regions (d,e), and (c) the mask obtained using the proposed method.

### B. Fusion of in vivo Pap Smear images

Papanicolaou test (Pap smear) images are used for the automated diagnosis of cervical cancer. However, these images are characterized by the presence of different focus levels due to the limited depth of field of the microscope. In order to bypass this limitation, multiple images with different focal settings are acquired and fused into one all-in-focus image [30]. In this work, we use a sequence of 15 multi-focus Pap smear images (of size $480 \times 640$ pixels). The sequence is processed using a single-elimination approach. This means that the fusion is conducted sequentially and pair-wise, i.e., the fusion result from each pair of images is in turn fused with the next input image. The quantitative evaluation of the results obtained using the proposed method, PC, and the method of [32] are summarized in Table II. The resulting fused images are displayed in Fig. 3.

The results reported in Table II show that the proposed method provides higher $Q_{AB/F}$ and NMI values, corresponding to more edge information and a higher fidelity of pixel intensities. Fig. 3 confirms these findings, as one can see that the proposed method provides sharper edges (green arrows) and preserves details (red arrows) that are missing in the image obtained by the method of [32].

<table>
<thead>
<tr>
<th></th>
<th>$Q_{AB/F}$</th>
<th>NMI</th>
<th>TMQI</th>
</tr>
</thead>
<tbody>
<tr>
<td>The method of [32]</td>
<td>0.6083</td>
<td>5.9135</td>
<td>0.7940</td>
</tr>
<tr>
<td>PC</td>
<td>0.6212</td>
<td>6.9133</td>
<td>0.7739</td>
</tr>
<tr>
<td>The proposed method</td>
<td>0.6257</td>
<td>7.1941</td>
<td>0.7755</td>
</tr>
</tbody>
</table>

**TABLE II:** Fusion performance for the Pap smear images.

Fig. 3: Magnified region in the fused image obtained by (a) the method of [32], and (b) the proposed method.

### IV. Conclusion

This paper has introduced an image fusion algorithm using coupled dictionary learning and joint sparse representation. First, a coupled dictionary learning approach with an additional incoherency constraint has been used to learn blurred and focused dictionaries. Secondly, the patch-wise sparse representation errors have been used to construct a fusion rule for input patches with unknown focus levels. In addition, a pixel-wise processing of the boundary regions has been proposed. Experiments have been conducted using two natural image datasets and a sequence of in vivo microscopic images (Pap smear). A comparison with state-of-the-art approaches has shown the competitiveness of the proposed method in terms of various image fusion metrics.
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Efficient ADMM-Based Algorithms for Convolutional Sparse Coding
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Abstract—Convolutional sparse coding improves on the standard sparse approximation by incorporating a global shift-invariant model. The most efficient convolutional sparse coding methods are based on the alternating direction method of multipliers and the convolution theorem. The only major difference between these methods is how they approach a convolutional least-squares fitting subproblem. In this letter, we present a novel solution for this subproblem, which improves the computational efficiency of the existing algorithms. The same approach is also used to develop an efficient dictionary learning method. In addition, we propose a novel algorithm for convolutional sparse coding with a constraint on the approximation error. Source codes for the proposed algorithms are available online.

Index Terms—Convolutional sparse coding, constrained sparse approximation, dictionary learning, alternating direction method of multipliers.

I. INTRODUCTION

PARSE representations are widely used in various applications of signal and image processing [1]–[6]. The sparse synthesis model admits that natural signals can be approximated using a linear combination of only a small number of atoms (columns) of a dictionary (matrix). A common formulation of the sparse coding problem is given as

\[
\begin{align*}
\min_{x} & \quad \|x\|_1 \quad \text{s.t.} \quad \|Dx - s\|_2^2 \leq \epsilon, \quad (1)
\end{align*}
\]

where \(D\) is the dictionary, \(x \in \mathbb{R}^n\) is the sparse representation vector, \(s \in \mathbb{R}^m\) is the signal, and \(\epsilon\) represents the upper bound on the approximation error. Moreover, \(\|\cdot\|_1\) and \(\|\cdot\|_2\) denote the \(\ell_1\)–norm and the Euclidean norm, respectively. The problem of finding sparsity promoting dictionaries is called dictionary learning [7], [8].

The applications of sparse representations and dictionary learning usually involve either or both extraction and estimation of local features. Typically, this is handled by a prior decomposition of the original signal into vectorized overlapping blocks (e.g., patches in image processing). However, this strategy results in multi-valued representations. Moreover, since the relationships among neighboring blocks are ignored, dictionaries learned using this approach contain shifted versions of the same features.

Convolutional sparse coding (CSC) incorporates a single-valued and shift-invariant model that represents the entire signal. In this model, the product \(Dx\) in the standard sparse coding problem is replaced by a sum of convolutions. The convolutional form of the standard sparse coding problem (1) can be written as follows

\[
\begin{align*}
\min_{d_k} & \quad \sum_{k=1}^{K} \|x_k\|_1 \quad \text{s.t.} \quad \sum_{k=1}^{K} \|d_k * x_k - s\|_2^2 \leq \epsilon, \quad (2)
\end{align*}
\]

where \(*\) denotes the convolution operator (usually, with “same” padding) and \(x_k \in \mathbb{R}^m\) and \(d_k \in \mathbb{R}^m\), \(k = 1, \ldots, K\), are the sparse coefficient maps and the dictionary filters, respectively. Several applications have shown that CSC outperforms its standard version in modeling natural signals, such as audio and images [9]–[20].

A majority of available CSC algorithms, including [21]–[29], are based on the alternating direction method of multipliers (ADMM) [30]. ADMM breaks the CSC problem into two main sub-problems, one of which is a sparse approximation problem which can be efficiently addressed using a shrinkage operator, and the other entails a convolutional least-squares regression. An efficient solution to the second sub-problem based on the convolution theorem and the Sherman-Morrison formula is given in [23]. CSC problem (2) is typically addressed by solving its unconstrained equivalent

\[
\begin{align*}
\min_{d_k} & \quad \frac{1}{2} \sum_{k=1}^{K} \|d_k * x_k - s\|_2^2 + \lambda \sum_{k=1}^{K} \|x_k\|_1, \quad (3)
\end{align*}
\]

where \(\lambda > 0\) is a regularization parameter. It is known that there is a unique \(\lambda\) for each \(\epsilon\). However, the appropriate value of \(\lambda\) also depends on \(s\) and \(\{d_k\}_{k=1}^{K}\). Thus, despite being more convenient to solve, the unconstrained reformulation (3) introduces undesirable data dependency to the CSC algorithm.

A common approach for convolutional dictionary learning (CDL) entails optimizing the filters and the sparse coefficient maps using a batch of \(P\) training signals [22]–[25]. This problem can be formulated as

\[
\begin{align*}
\min_{d_k} & \quad \frac{1}{2} \sum_{p=1}^{P} \sum_{k=1}^{K} \|d_k * x_k^p - s^p\|_2^2 + \lambda \sum_{k=1}^{K} \|x_k^p\|_1 \\
\text{s.t.} & \quad \{d_k\}_{k=1}^{K} \in \mathcal{D}, \quad (4)
\end{align*}
\]
least-squares fitting which leads to a constant improvement on the complexity of the existing CSC algorithms; (ii) we use the proposed solution to improve the efficiency of existing CDL methods; (iii) we propose a novel algorithm for solving the CSC problem with a constraint on the approximation error based on our solution to the unconstrained CSC problem. MATLAB implementations of the proposed algorithms are available at GitHub repository [32].

II. PROPOSED ALGORITHMS

A. Unconstrained CSC

The ADMM formulation of the unconstrained CSC problem (3) can be written in the form

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} \left\| \sum_{k=1}^{K} d_k \ast z_k - s \right\|_2^2 + \lambda \sum_{k=1}^{K} \left\| x_k \right\|_1 \\
\text{s.t.} & \quad z_k = x_k, \quad k = 1, \ldots, K.
\end{align*}$$

The ADMM iterations are

$$\begin{align*}
\{z_k^{t+1}\}_{k=1}^{K} &= \text{argmin}_{\{x_k\}_{k=1}^{K}} \frac{1}{2} \left\| \sum_{k=1}^{K} d_k \ast z_k - s \right\|_2^2 + \frac{\rho}{2} \sum_{k=1}^{K} \left\| z_k - x_k + u_k^t \right\|_2^2 \\
\{x_k^{t+1}\}_{k=1}^{K} &= \text{argmin}_{\{u_k\}_{k=1}^{K}} \frac{1}{2} \sum_{k=1}^{K} \left\| x_k \right\|_1 + \frac{\rho}{2} \sum_{k=1}^{K} \left\| z_k^{t+1} - x_k + u_k^{t+1} \right\|_2^2 \\
u_k^{t+1} &= u_k^t + z_k^{t+1} - x_k^{t+1}, \quad k = 1, \ldots, K,
\end{align*}$$

where $\rho > 0$ is the penalty parameter and $\{u_k\}_{k=1}^{K}$ are the scaled Lagrangian multipliers. The second subproblem (x-update step) can be addressed in an element-wise manner using the shrinkage operator

$$x_k^{t+1} = S_{\rho}(z_k^{t+1} + u_k^t), \quad k = 1, \ldots, K.$$
The z-update step requires solving the following optimization problem

\begin{equation}
\text{minimize } f \left( \left\{ z_k \right\}_{k=1}^K \right) + \frac{\rho}{2} \sum_{k=1}^K \| z_k - w_k \|^2_2.
\end{equation}

(13)

Depending on \( \{ w_k \}_{k=1}^K \), problem (13) either has a trivial solution or it is equivalent to an equality-constrained optimization problem. This can be expressed as

\begin{equation}
\left\{ z_k \right\}_{k=1}^K =
\begin{cases}
\left\{ w_k \right\}_{k=1}^K, & \text{if } e \left( \left\{ z_k \right\}_{k=1}^K \right) \leq \epsilon \\
\arg\min_{\left\{ z_k \right\}_{k=1}^K} \sum_{k=1}^K \| z_k - w_k \|^2_2 & \text{s.t. } e \left( \left\{ z_k \right\}_{k=1}^K \right) = \epsilon, \text{ otherwise}.
\end{cases}
\end{equation}

(14)

Using a suitable regularization parameter \( \nu \), the problem in the second term of (14) can be reformulated as

\begin{equation}
\text{minimize } e \left( \left\{ z_k \right\}_{k=1}^K \right) + \nu \sum_{k=1}^K \| z_k - w_k \|^2_2,
\end{equation}

(15)

which has the same form as problem (5). Finding the solution of (15) using (10) and plugging it into (12) leads to

\begin{equation}
e \left( \left\{ z_k \right\}_{k=1}^K \right) = \frac{\nu^2}{n} \left[ \bar{r} \odot \left( \nu + \sum_{k=1}^K \bar{d}_k \odot \bar{d}_k \right) \right]_2^2,
\end{equation}

(5)

where the division by \( n \) is required by Parseval’s theorem. Thus, problem (13) is simplified to a single-variable optimization problem that can be efficiently addressed using the proposed approach in Section II-A. The use of the Fourier domain-based approach requires \( \{ g^p_k \}_{k=1}^K \) to be the same size as \( \{ x^p_k \}_{k=1}^K \). Hence, the filters \( \{ d^p_k \}_{k=1}^K \) are zero-padded to the size of \( \{ x^p_k \}_{k=1}^K \) to be conformable with \( \{ g^p_k \}_{k=1}^K \). Subproblem d-update can be solved by projecting \( \frac{1}{P} \sum_{p=1}^P (g^p_k)^{t+1} + v^p_k \) onto the constraint set. This can be done simply by mapping the entries outside the constraint support to zero before normalizing the \( \ell_2 \)-norm. This approach can also be used for learning multiscale dictionaries, i.e., filters with different sizes.

D. CDL Algorithm

The problem given by (4) is addressed using alternation approach (by alternating between CSC (see Section II-A) and dictionary update (see Section II-C) subproblems) to find a local optimum. We use a single iteration for each subproblem (the updated ADMM variables are used to initiate the succeeding iterations). This approach has been shown to be effective while simplifying the algorithm [23], [31]. We also use the variable coupling approach suggested in [33] which is shown to provide a better numerical stability [23], [31]. Specifically, the sparse (shrunken) variable \( \{ x^p_k \}_{k=1}^K \) and the constrained filters \( \{ d^p_k \}_{k=1}^K \) are passed to the next subproblem. The dictionary can be initialized using norm-normalized Gaussian random filters. All other ADMM variables are initialized using zero arrays of appropriate sizes.

The performances of the proposed algorithms can be substantially improved using ADMM extensions such as over-relaxation [30, Section 3.4.3] and varying penalty parameter [30, Section 3.4.1]. The work of [23] provides detailed explanations of how these extensions can be incorporated into ADMM-based CSC and CDL algorithms.

III. EXPERIMENTAL RESULTS

In this section, we first compare the proposed unconstrained CSC algorithm with the state-of-the-art method, which uses the Sherman-Morrison formula in convolutional fitting step (the SM method) [23]. Then, we compare our unconstrained and constrained CSC methods in terms of convergence speed. Finally, we compare the proposed CDL algorithm with three available methods. All methods are based on the same alternating approach explained in Section II-D and use ADMM in both phases (CSC and dictionary update). All compared methods use the SM method in CSC phase. The compared dictionary learning methods are based on the conjugate gradient method (CG) [23], the iterative Sherman-Morrison method (ISM) [23] and a method based on the consensus ADMM framework and the Sherman-Morrison formula (SM-cons) [31].

A 512 × 512 greyscale Lena image is used in the CSC experiments. The CDL experiments are performed using a dataset of 20 images taken from the USC-SIPI database [34]. All images in the dataset are converted to greyscale and resized to 256 × 256
Fig. 1. Functional values over time for the proposed unconstrained CSC method (pro) and the SM method using (a) different values of $\rho$ for $\lambda = 0.05$, and (b) different values of $\lambda$ for $\rho = 10$. A dictionary of 16 filters of size $8 \times 8$ is used in both cases.

Fig. 2. The quadratic and $\ell_1$-norm functional values for the proposed unconstrained and constrained CSC methods using $\lambda = 0.05$ ($\epsilon = 88.1886$), $\rho = 10$. A dictionary of 16 filters of size $8 \times 8$ is used.

A. CSC Results

Fig. 1 shows the functional values over time for 25 iterations of the proposed unconstrained CSC method and the SM method using different values of $\rho$ and $\lambda$ tested. We use a fixed number of iterations to display the deference in efficiencies (the iterations of the two methods are equally effective). As it can be seen, the proposed method is significantly more efficient for all $\lambda$ and $\rho$ values. The algorithm complexities have been compared in Section II-A.

The proposed constrained and unconstrained CSC methods are compared in Fig. 2. Specifically, we executed the unconstrained CSC method using $\lambda = 0.05$, then we used the observed quadratic functional value ($\epsilon = 88.1886$) to run our constrained CSC method, while keeping the rest of the parameters unchanged. As it can be seen, the quadratic and the $\ell_1$-norm functionals converge to the same values in both CSC methods. The constrained method results in a longer runtime, which accounts for optimization with respect to $\nu$ in each iteration.

B. CDL Results

In Fig. 3, the functional values over time for 50 iterations of all CDL methods using different dataset sizes $P$ are compared. The complexity of the ISM method is of $O(KP^2)$, which makes it inefficient when $P$ is large. CG improves scalability, but slows down the convergence. The complexities of the proposed method and SM-cns are both of $O(KP)$, and their iterations are equally effective. However, as it can be seen, the proposed method is substantially faster. This is achieved by using the method explained in Section II-A instead of the Sherman-Morrison formula, in both the $z$-update step (CSC phase) and the $g$-update step (dictionary update phase).

In Fig. 4, the convergence speeds of the proposed CDL method and SM-cns using different dictionary sizes $K$ are compared. The improved computational efficiency of the proposed method can be clearly observed.

IV. CONCLUSION

An efficient solution for the convolutional least-squares fitting problem has been presented. The proposed method has been used to substantially improve the efficiency of the state-of-the-art convolutional sparse coding and dictionary learning algorithms. In addition, a novel method for convolutional sparse approximation with a constraint on the approximation error has been proposed.
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Abstract

This paper presents a multimodal image fusion method using a novel decomposition model based on coupled dictionary learning. The proposed method is general and can be used for a variety of imaging modalities. In particular, the images to be fused are decomposed into correlated and uncorrelated components using sparse representations with identical supports and a Pearson correlation constraint, respectively. The resulting optimization problem is solved by an alternating minimization algorithm. Contrary to other learning-based fusion methods, the proposed approach does not require any training data, and the correlated features are extracted online from the data itself. By preserving the uncorrelated components in the fused images, the proposed fusion method significantly improves on current fusion approaches in terms of maintaining the texture details and modality-specific information. The maximum-absolute-value rule is used for the fusion of correlated components only. This leads to an enhanced contrast-resolution without causing intensity attenuation or loss of important information. Experimental results show that the proposed method achieves superior performance in terms of both visual and objective evaluations compared to state-of-the-art image fusion methods.

1. Introduction

Multimodal image fusion aims at combining relevant information from images acquired with different sensors into a single image. The fused images are expected to preserve all important information in the source images without introducing distortions or artifacts. Multimodal image fusion has been used in a variety of applications, including surveillance [1–3], remote sensing [4–6] and medical imaging [7–9]. In various surveillance applications, fusion of infrared and visible images is used to aggregate the visual details of the optical images with thermal information captured in the infrared images, for example, to improve night vision [1,10]. In satellite imaging, the high spatial resolution of panchromatic images and the high spectral resolution of multispectral images are merged to generate more informative and high-quality fused images [6]. Multimodal medical image fusion combines the information captured using various medical imaging techniques. Anatomical imaging techniques, such as computed tomography (CT) and magnetic resonance (MR) imaging, provide high-resolution images of internal organs. Functional imaging techniques measure the biological activity of specific regions inside the organs. Single-photon emission computed tomography (SPECT) and positron emission tomography (PET) are typical examples of this type of techniques. Combining this variety of (often complementary) information into a single image, in addition to easing the visualization of multiple images, can potentially enable a joint analysis providing relevant and new information about the patient [7–9].

Multimodal image fusion methods mostly rely on the extraction of different types of features in the images before selecting or combining the most relevant ones. One way of achieving this is by transforming the images into a domain where the relevant features would arise naturally. A common approach employs multi-scale transformation (MST) techniques to extract features from different levels of resolution and select them using an appropriate fusion rule in a subsequent step [11–18]. The final fused image is obtained by applying the inverse MST to the combined multi-scale features. For example, a recent MST-based fusion method using a non-subsampled shearlet transform (NSST) has been proposed in [13]. The fusion rule is based on a pulse coupled neural network (PCNN), weighted local energy, and a modified Laplacian. In a different study, the MST is based on local Laplacian filtering (LLF), and the fusion rule relies on the information of interest (I0I) criterion [15].

Another approach seeks to learn the relevant features from the images. The methods that follow this approach often use sparse
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representations (SR) and dictionary learning [19–23]. Subspace learning techniques have also been used for this purpose [24,25]. In this category of methods, different strategies have been proposed to deal with the presence of drastically different components in the images. For example, the images are separated into low-resolution (base) and high-resolution (detail) components prior to the dictionary learning phase in [19,23]. In [20,21], morphological characteristics, such as cartoon and texture components, are used. Deep neural networks have also been utilized for multimodal image fusion. However, the applications of these techniques are mostly limited to generating decision-weight maps for the fusion of raw image pixels [26] or multi-scale features extracted using standard MST methods [27,28].

In general, both MST- and learning-based fusion methods assume that features with similar structural properties convey redundant information. These features are therefore deemed appropriate for fusion. However, this assumption does not hold in many cases due to the varying characteristics of imaging modalities. For example, the highest resolution level of MR and CT images usually depicts very different types of tissues, i.e., soft tissues, such as fat and liquid, in MR and hard structures, such as bones and implants, in CT [8]. In the context of surveillance, the details in infrared and visible images display fundamentally different information. Applying a fusion rule (e.g., binary selection) to features representing distinct objects or characteristics can cause a loss of useful information. Using averaging techniques can mitigate this loss, but it leads to an attenuation of the original intensities (particularly when there is a weak signal in one of the input images). In general, it is not always meaningful to apply a fusion rule when there is no guarantee that features with the same levels of resolution or morphological characteristics encompass the same type of features. In different imaging techniques, we can provide varying resolutions for the same underlying structures.

This paper presents an image fusion method using a novel decomposition model based on an SR multi-component approach. Unlike other multi-component fusion methods (e.g., [11,13,20,28]), we do not make assumptions on the characteristics of the correlated features nor rely on deterministic decomposition models. Instead, a general data-driven model enables us to preserve the essential features in both input modalities and reduce the loss of information. Specifically, coupled dictionary learning (CDL) [29] is used to learn features from input images and simultaneously decompose them into correlated and uncorrelated components. The core idea of the proposed model consists of two aspects:

1. The uncorrelated components contain modality-specific information that should appear in the final fused image. Therefore, these components should be preserved entirely rather than subjected to some fusion rule.
2. Since the input images still represent the same scene, organ, etc., they can contain a significant amount of similar or overlapping information. This redundant information is taken into account in the correlated components and considered relevant for fusion.

The coupled dictionaries play a key role here; each pair of corresponding atoms (columns) in the dictionaries represent a correlated feature. This allows us to choose the best candidate for fusion based on the most significant dictionary atom without any loss of information. A summary of the proposed methodology and contributions is provided in the following.

- We employ a general learning-based decomposition model suitable for fusing images from various imaging modalities.
- A CDL method based on simultaneous sparse approximation is proposed for estimating the correlated features. In order to incorporate variability in the appearance of correlated features, we relax the assumption of equal SRs by enforcing common supports only.
- The uncorrelated components are estimated using a Pearson correlation-based constraint (enforcing low correlation).
- An alternating optimization method is designed for simultaneous dictionary learning and image decomposition.
- The final fusion step combines direct summation with the maximum absolute-value rule.
- A MATLAB implementation of the proposed fusion method is available online at [30].

A thorough experimental comparison with current multimodal image fusion methods is conducted using 80 pairs of real multimodal images. The data comprises four different combinations of medical imaging techniques, including MR-CT, MR-PET and MR-SPECT, as well as infrared and visible images. The experimental results show that the proposed method results in a better fusion of low-resolution images, with improved correlation. In particular, the presented methodology-specific information reduces the loss of information significantly.

Throughout the paper, we use bold capital letters for matrices. In a matrix, the entry at the intersection of the i-th row and j-th column is denoted as \( A_{ij} \). A single subscript \( A_i \) is used to denote a column of a matrix. For example, \( D_{ij} \) is the i-th column of the matrix \( D \). The Frobenius norm of a matrix is denoted by \( \| \cdot \|_F \), the Euclidean norm of a vector is denoted by \( \| \cdot \|_2 \), and \( \| \cdot \|_0 \) is the operator counting the number of non-zero coefficients of a vector. The \( \sup \) denotes the support of a matrix. The absolute value of a number. The symbol \( (\cdot)^{+} \) denotes the transpose operation and \( (\cdot)^{-} \) stands for the updated variable. The symbol \( \odot \) denotes the conditional independence between two variables.

The remainder of the paper is organized as follows. Section 2 presents the proposed CDL approach and SR with common supports. The proposed image decomposition method and fusion rule are explained in Sections 3 and 4, respectively. Section 5 reports the experimental results using various examples of multi-modal images. Finally, conclusions are provided in Section 6.

2. Coupled feature learning

In this section, we modify the standard CDL problem to learn the correlated features in multimodal image pairs. The standard CDL provides a pair of dictionaries \( D_1 \) and \( D_2 \), used to jointly represent two datasets \( X_1 \) and \( X_2 \). The underlying relationship between these datasets is captured using a common sparse coding matrix \( A \). A standard formulation of the CDL problem is given by the following minimization problem

\[
\begin{aligned}
& \min_{D_i, A, i} \| D_1 A - X_1 \|_F^2 + \| D_2 A - X_2 \|_F^2 \\
& \text{s.t.} \| A \|_2 = \lambda, \quad \| D_1 \|_2 = 1, \quad \| D_2 \|_2 = 1, \quad \forall i
\end{aligned}
\]  

(1)

where \( \lambda \) is the maximum number of non-zero coefficients in each column of the sparse coding matrix \( A \). The constraint on the norm of the dictionary elements is used to avoid scaling ambiguities. The standard CDL is particularly suitable for tackling problems that involve image reconstruction in different feature spaces. Problem (1) has been successfully employed in numerous image processing applications, such as image super-resolution [31], single-modal image fusion [32], or photo and sketch mapping [33].
MR images [34]. We incorporate this in the modified CDL by imposing identical supports instead of enforcing an equal sparse representation for each pair of dictionary atoms. In this way, the correlated elements can be represented with different levels of significance in each dictionary. The proposed modified CDL problem can be formulated as follows:

\[
\min_{D_1, D_2, A_1, A_2} \frac{1}{2} \|X_1 - D_1 A_1\|_F^2 + \frac{1}{2} \|X_2 - D_2 A_2\|_F^2 \\
\text{s.t.} \quad \text{supp}(A_1) = \text{supp}(A_2)
\]

Problem (1) is typically solved by alternating between a sparse coding stage and a dictionary update step [35–37]. In this work, we solve problem (2) using an alternating approach too. Specifically, after splitting the variables into two subsets \([A_1, A_2]\) and \([D_1, D_2]\), we alternate between two optimization phases detailed in the following subsections.

### 2.1. Sparse coding

Minimizing (2) with respect to the first set of variables \([A_1, A_2]\) requires some changes to the standard sparse coding procedure (e.g., OMP [38]). First, one has to enforce common supports. The method of simultaneous orthogonal matching pursuit (SOMP) [39] is of interest here as it includes a common support constraint. Secondly, one has to consider coupled dictionaries. This can be achieved by modifying the atom selection rule of SOMP so that each of the input signals is approximated using a different dictionary instead of sharing a single one. In each iteration, this modified algorithm selects a pair of coupled atoms \([D_1], [D_2]\) minimizing the sum of the squared residuals. This can be formulated as:

\[
s = \arg\min_{t} \|r_1^t [D_1]_t - r_1\|^2 + \|r_2^t [D_2]_t - r_2\|^2;
\]

where \(r_1\) and \(r_2\) are the approximation residuals of a pair of input signals (e.g., \(r_1 = [X_1]_t - [D_1][A_1]_t\) and \(r_2 = [X_2]_t - [D_2][A_2]_t\) are the residuals corresponding to the \(t\)th columns of \(X_1\) and \(X_2\), respectively). Moreover, \(a_1^t = [A_1]_{t,0}\) and \(a_2^t = [A_2]_{t,0}\) are the sparse coefficients corresponding to \([D_1]_t\) and \([D_2]_t\), respectively. Problem (3) can be efficiently addressed by solving its equivalent maximization problem, that is:

\[
s = \arg\max_{t} (r_1^t [D_1]_t)^2 + (r_2^t [D_2]_t)^2.
\]

The optimal nonzero coefficients of the sparse codes are then computed based on their associated selected atoms. As opposed to SOMP, we stop the algorithm when only one of the input signals meets the stopping criterion (i.e., the Euclidean norm of one of the residuals is smaller than a user-defined threshold \(\epsilon\)). This is based on the fact that the main objective of the algorithm is to estimate the correlated features, whereas any remaining noise (once the approximation of one of the signals is complete) is evidently uncorrelated with the residual of the second signal. The modified SOMP algorithm can be straightforwardly extended to multiple inputs (see Section 4.4 for details). The steps of the proposed SOMP algorithm are explained in Appendix A.

### 2.2. Dictionary update

The first two terms of (2) are independent with respect to the dictionaries \(D_1\) and \(D_2\). They are also independent with respect to the non-zero coefficients in \(A_1\) and \(A_2\) when the supports are fixed. Therefore, the dictionaries \(D_1\) and \(D_2\) can be updated individually using any efficient dictionary learning algorithm. We choose to use the K-SVD method [35] because it updates the dictionary atoms and the associated sparse coefficients without changing their supports. Specifically, K-SVD uses a singular value decomposition.

The proposed CDL method alternates between the sparse coding step using the modified SOMP and the dictionary update using K-SVD. We will refer to the proposed approach as simultaneous coupled dictionary learning (SCDL). Algorithm 1 summarizes the main steps of the SCDL method. Fig. 1 shows how the proposed SCDL method captures correlated features more efficiently than the standard CDL method of [29]. Specifically, one can see how the dictionaries obtained using the standard method (Fig. 1) contain relatively uncorrelated atoms (framed in red), while all the atoms obtained with SCDL present a clear correlation (see Fig. 1).

#### Algorithm 1 Main steps of the SCDL method.

**Inputs:** multimodal data \(X_1\) and \(X_2\), and initial dictionaries \(D_1\) and \(D_2\). **Repeat** until stopping criteria are fulfilled:

1. **Simultaneous Sparse Coding:** solve problem (2) with respect to \(A_1\) and \(A_2\) using the modified SOMP method (see Section 2.1).
2. **Dictionary Update:** solve problem (2) with respect to \(D_1\) and \(D_2\) and the nonzero coefficients in \(A_1\) and \(A_2\) using the K-SVD method [35].

**Outputs:** learned coupled dictionaries \(D_1\) and \(D_2\), and sparse representations with identical supports \(A_1\) and \(A_2\).
and $f_i \in \mathbb{R}^{M \times N}$ and the uncorrelated components by $f_i' \in \mathbb{R}^{M \times N}$ and $f_i'' \in \mathbb{R}^{M \times N}$. The proposed decomposition model can be expressed as follows

$$
\begin{align*}
I_1 &= f_i + f_i' \\
I_2 &= f_i'' \text{ where } f_i', f_i'' \subset F_2.
\end{align*}
$$

(4)

The SCDL method explained in Section 2 operates patch-wise. Therefore, we rewrite (4) using the matrices containing all the extracted patches as follows

$$
\begin{align*}
X_1 &= Z_1 + E_1 \\
X_2 &= Z_2 + E_2,
\end{align*}
$$

(5)

where the matrices $X_1 \in \mathbb{R}^{M \times P}$ and $X_2 \in \mathbb{R}^{N \times P}$ contain the $p$ vectorized overlapping patches of size $m$ extracted from the input images. The patches of the correlated components are represented by $Z_1 \in \mathbb{R}^{m \times P}$ and $Z_2 \in \mathbb{R}^{m \times P}$, and those of the uncorrelated components by $E_1 \in \mathbb{R}^{m \times P}$ and $E_2 \in \mathbb{R}^{m \times P}$.

Figure 2 shows how the proposed decomposition model captures correlated and uncorrelated features in a pair of MR-CT images. The uncorrelated components contain edges and details that can be clearly observed in only one of the modalities, e.g., sulci details in the MR image and calcification in the CT image (indicated by red arrows). The correlated components represent the underlying joint structure that can be referred to as the base or background layer. Figure 3 shows another example of decomposition for a pair of PET and MR images. In functional-anatomical imaging, any details in the images are naturally uncorrelated. The uncorrelated components also capture any non-overlapping regions. Finally, the correlated components contain the regions where the background of the anatomical image overlaps with the biological activity information.

### 3.2. Minimization problem

In order to estimate the correlated and uncorrelated components in (5), we formulate a minimization problem based on the SCDL approach described in the previous section. Specifically, we seek the coupled sparse representation of $Z_1$ and $Z_2$ using sparse codes with identical supports $A_1 \in \mathbb{R}^{N \times P}$ and $A_2 \in \mathbb{R}^{N \times P}$ and coupled dictionaries $D_1 \in \mathbb{R}^{N \times r}$ and $D_2 \in \mathbb{R}^{N \times r}$ (i.e., $Z_1 = D_1 A_1$ and $Z_2 = D_2 A_2$). The element-wise independence of $E_1$ and $E_2$ is enforced by minimizing the squared Pearson correlation coefficients, where the local means $\mu$ and standard deviations $\sigma$ are estimated patch-wise. The corresponding cost function is expressed as follows

$$
\phi(E_1[i,j], E_2[i,j]) = \left( \frac{(E_1[i,j] - \mu_1)(E_2[i,j] - \mu_2)}{\sigma_1 \sigma_2} \right)^2
$$

where $j$ is the patch index and the subscripts 1 and 2 indicate the associated components $E_1$ and $E_2$. Note that this patch-wise approach results implicitly in multiple counts of the same pixel when considering overlapping patches [43]. Combining the independence term with the proposed SCDL approach leads to the following minimization problem

$$
\begin{align*}
\text{minimize } & \sum_{j=1}^{N} \phi(E_1[i,j], E_2[i,j]) \\
\text{s.t. } & D_1 A_1 + E_1 = X_1, k = 1, 2 \\
& \text{supp}(A_1) = \text{supp}(A_2) \\
& \|A_1\|_0 \leq T, \|A_2\|_0 \leq T, \forall i \\
& \|D_1\|_2 = 1, \|D_2\|_2 = 1, \forall j,
\end{align*}
$$

(6)

where the sparsity and common support constraints introduced in (2).

### 3.3. Optimization

Problem (6) is challenging because of its non-convexity and the presence of multiple sets of variables. Therefore, we propose to break the optimization procedure into simpler subproblems where we consider minimization with respect to separate blocks of variables. We then alternate between these subproblems and find a local optimum. Specifically, the minimization with respect to the sparse codes and dictionaries, and the minimization with respect to the correlated components are treated separately. Furthermore, we simplify the problem by approximating the first two equality constraints in (6) by quadratic approximation terms. This leads to a new optimization problem that can be written as

$$
\begin{align*}
\text{minimize } & \sum_{j=1}^{N} \phi(E_1[i,j], E_2[i,j]) \\
\text{subject to } & D_1 A_1 + E_1 = X_1, k = 1, 2 \\
& \|A_1\|_0 \leq T, \|A_2\|_0 \leq T, \forall i \\
& \|D_1\|_2 = 1, \|D_2\|_2 = 1, \forall j,
\end{align*}
$$

(7)

where $\rho > 0$ controls the trade-off between the independence of $E_1$ and $E_2$ and the accuracy of the sparse representations. As mentioned above, problem (7) is tackled by alternating minimizations.
with respect to the two blocks of variables \( \{ A_1, A_2, D_1, D_2 \} \) and \( \{ E_1, E_2 \} \). Each resulting subproblem is described in more detail in the following.

3.3.1. Optimization with respect to \( \{ A_1, A_2, D_1, D_2 \} \)

The first optimization subproblem can be written as

\[
\begin{align*}
\text{minimize} & \quad \| D_1 A_1 - X_1 \|_2^2 + \| D_2 A_2 - X_2 \|_2^2 \\
\text{s.t.} & \quad \text{supp}[A_1] = \text{supp}[A_2] \\
& \quad \| A_1 \|_0 \leq T, \quad \| A_2 \|_0 \leq T, \quad \forall i \\
& \quad \| D_1 \|_2 = 1, \quad \| D_2 \|_2 = 1 \\
\end{align*}
\]

where \( X_1 = X_{11} - E_1 \) and \( X_2 = X_{12} - E_2 \). This subproblem is addressed using the SCDL method explained in Section 2. The dictionaries can be initialized in the first iteration of the algorithm using a predefined dictionary, e.g., based on discrete cosine transforms (DCT). In subsequent iterations, the SCDL method is initialized using the dictionaries obtained from the previous one. Furthermore, initializing the sparsity parameter \( T \) with a small value and gradually increasing it at each iteration ensures a warm start of the algorithm.

3.3.2. Optimization with respect to \( \{ E_1, E_2 \} \)

The second optimization subproblem can be written as

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1,\ldots,m} \sum_{j=1,\ldots,p} Q(E_1|_{i,j}, E_2|_{i,j}) \\
& \quad + \mu \sum_{i=1,2} \| D_i A_i + E_i - X_i \|_2^2. \\
\end{align*}
\]

The estimates of \( \{ E_1, E_2 \} \) are dependent on unobserved latent variables, namely the patch-wise means and standard deviations. Therefore, we propose to address this subproblem using an expectation-maximization (EM) method [44, Chap. 5.3]. The EM approach leads to the following updates for the uncorrelated component

\[
\begin{align*}
[E_1]_{i,j} &= \frac{\rho \langle x_{i,j} - d_i a_{i,j} \rangle + \frac{\langle (d_i a_{i,j})^T \rangle - \mu_{i,j}^2}{\sigma_{i,j}^2}}{\rho + \frac{\langle (d_i a_{i,j})^T \rangle - \mu_{i,j}^2}{\sigma_{i,j}^2}} \\
[E_2]_{i,j} &= \frac{\rho \langle x_{i,j} - d_i a_{i,j} \rangle + \frac{\langle (d_i a_{i,j})^T \rangle - \mu_{i,j}^2}{\sigma_{i,j}^2}}{\rho + \frac{\langle (d_i a_{i,j})^T \rangle - \mu_{i,j}^2}{\sigma_{i,j}^2}} \\
\end{align*}
\]

where the means and standard deviations are computed using the current values of \( \{ E_1, E_2 \} \). Note that \( E_1 \) and \( E_2 \) are initialized with \( X_1 - D_1 A_1 \) and \( X_2 - D_2 A_2 \), respectively. The updates are performed only for entries in columns with \( \sigma_{i,j}^2 \sigma_{i,j}^2 > \delta \), where \( \delta > 0 \) is a small constant used to avoid division by zero.

3.4. Computational complexity

The computational cost of the proposed decomposition algorithm is dominated by the first subproblem (solved using SCDL). In particular, the complexity of one SCDL iteration (including all substeps) is \( O(p \ max(Tm, T^2m, T^3, nm^2)) \). Based on the experimental findings of [45], sparse approximations are performed in this work in single precision, which improves the computational efficiency of the algorithm.

4. Multimodal fusion rule

Once the correlated and uncorrelated components are estimated, the final fused image is obtained using an appropriate fusion rule. In this work, the different components are handled separately. Specifically, the correlated components are fused because they contain redundant information, for instance, shared underlying structures in anatomical imaging or background elements in the functional-anatomical case. In contrast, the uncorrelated components are entirely preserved in the final image to avoid loss of modality-specific information (e.g., the calcification inside the CT image of Fig. 2(g)).

4.1. Fusion of correlated components

According to the justifications provided above, the correlated components are fused using a binary selection where the most relevant features are chosen based on the magnitudes of the sparse coefficients. Recall that the proposed SCDL method with common supports allows correlated features to be captured with varying significance levels for each modality. This is a novel approach compared to the standard max-absolute-value rule with a single predefined basis [21,46]. Precisely, the most significant features are selected based on the sparse coefficients with the largest magnitudes as follows

\[
\begin{align*}
[A_1]_{i,j} &= \begin{cases} 
[A_1]_{i,j}, & \text{if} |A_1|_{i,j} \geq |A_2|_{i,j} \\
0, & \text{otherwise}
\end{cases} \\
[A_2]_{i,j} &= \begin{cases} 
[A_2]_{i,j}, & \text{if} |A_2|_{i,j} > |A_1|_{i,j} \\
0, & \text{otherwise}
\end{cases}
\]

Then, the fused correlated component, denoted by \( Z^f \), is reconstructed using the selected coefficients as \( Z^f = D_1 A_1 + D_2 A_2 \).

4.2. Reconstruction of final fused image

Since the uncorrelated components contain details or non-overlapping regions that should be preserved in the final image, they can be added directly to the fused correlated components, i.e., \( X^f = Z^f + E_1 + E_2 \).

Finally, the fused image \( X^f \) is reconstructed by placing the patches of \( X^f \) at their original positions in the image and averaging the overlapping ones. The decomposition residuals (see examples in Fig. 2a–d) are negligible and are not included in the final fused image. The block diagram of the proposed method is presented in Fig. 4. Fig. 5 shows the fused image obtained with the proposed method for the MR-CT images in Fig. 2 and the MR-PET images in Fig. 3. The fused MR-CT image contains the modality-specific information captured by the uncorrelated components (e.g., calcification and sulci details), as well as the most visible features selected from the correlated components. The fused MR-PET image combines the background of the MR image (Fig. 3a) with the functional information from the PET image at the overlapping regions. The details and non-overlapping regions, captured in the uncorrelated components appear unaltered in the fused image.

4.3. Color images

Multimodal image fusion can involve fusion of a color image with a greyscale one. For example, functional medical images (e.g., PET) are usually displayed in a color code, as opposed to the greyscale anatomical medical images. One common approach for dealing with the fusion of color images is to convert them from the original RGB format to the YCbCr (or YUV) color-space [13,27]. In this new color-space, component \( Y \) (i.e., luminance) provides the grey-scale version of the image, which is used here for fusion. Since the full color information comes from the functional images, the remaining color components (i.e., Cb and Cr) are transmitted directly to the final (grey-scale) fused image. Fig. 6 shows the block diagram of the greyscale and color image fusion method.
4.4. Extension to multiple input images

Generalizing the proposed method to handle more than two input images is straightforward. Since the sparse approximation (the modified SOMP method) can be applied to any number of inputs (see Appendix A), and the dictionary update is performed over the coupled dictionaries separately, the SCDL algorithm can be directly applied to more than two images. To ensure that all correlated features between images are captured, the SOMP iterations can be stopped when all inputs except one meet the stopping criteria.

In the correlation minimization phase, one needs to minimize the correlation between each uncorrelated component and all other uncorrelated components. For $K$ inputs, the correlation term for the $l$-th input can be written as

\[
\sum_{k=1,\ldots,K} \frac{\phi(E_{ijkl}^l, E_{ikl}^k)}{\sum_{k=1,\ldots,K} \sigma_k} = \sum_{k=1,\ldots,K} \frac{\phi(E_{ijkl}^l, E_{ikl}^k)}{\sum_{k=1,\ldots,K} \sigma_k} \times \frac{\left(\frac{1}{\sigma_k} \left( E_{ijkl}^l - \mu_l^k \right) \left( E_{ikl}^k - \mu_k \right) \right)^2}{\sigma_k^2 \sigma_l^k}.
\]

To optimize the objective function with respect to $E_l$, the following problem is solved

\[
\min_{E_l} \rho \left| \frac{D_l A_l E_l - X_l}{\sum_{k=1,\ldots,K} \sum_{j=1,\ldots,m} \mu_l^k \mu_k} \right|^2 + \sum_{k=1,\ldots,K} \sum_{j=1,\ldots,m} \mu_l^k \mu_k
\]

which leads to the iteration

\[
|E_{ijkl}^l| = \frac{\rho \sum_{k=1,\ldots,K} \sigma_k}{\sigma_k} \left[ \frac{1}{\sigma_k} \left( E_{ijkl}^l - \mu_l^k \right) \left( E_{ikl}^k - \mu_k \right) \right].
\]

In the fusion step, similar to the case with two inputs, the coupled features with the largest sparse coefficients are selected for the fused image, and the uncorrelated components are added to the fused image directly.

5. Experiments

In this section, we evaluate the proposed method in the context of two major applications of multimodal image fusion. First, we use medical imaging data from various modalities and compare our method to state-of-the-art medical image fusion methods. Then, we conduct experiments in the context of infrared-visible images and compare with several recent methods. The evaluation is based on objective metrics, visual quality, and computational efficiency. We also discuss the parameter tuning strategy.
5.1. Experiment setup

5.1.1. Datasets

We use 60 pairs of multimodal medical images from the Whole Brain Atlas database [47] and 20 infrared-visible images collected from [48]. The medical fusion data includes 20 anatomical-anatomical images (10 MR(T1)–MR(T2) images and 10 MR–CT images). The functional-anatomical fusion dataset comprises 20 MR-PET images and 20 MR–SPECT images. All of the images are accurately registered. The medical images are of size 256 × 256 pixels.

5.1.2. Methods used for comparison

For the experiments on multimodal medical images, the proposed fusion method is compared to seven recent medical image fusion methods, including (1) NSST [13] and (2) LFL [15] (introduced in Section 5.2); (3) CNN [27], which relies on convolutional neural networks and Laplacian pyramids; (4) a method using convolutional sparse coding referred to as CSR [19]; (5) a method using union Laplacian pyramids referred to as ULAP [14]; (6) a method based on boundary measured PCNN and energy attribute in NSST domain (BPCNN) [49]; a method based on Laplacian re-decomposition (LRD) [18]. For the infrared-visible image fusion task, four recent methods are used for comparison: (1) a method based on deep learning that uses deep residual network and relies on zero-phase component analysis, referred to as ResNet [26]; (2) a method based on DCT in a discrete stationary wavelet transform domain, referred to as SWT [11]; (3) a method that incorporates a hierarchical Bayesian model (Bayes) [10]; (4) the CSR method [19]. All methods considered for comparison are implemented using MATLAB. All experiments are performed on a PC running an Intel(R) Core(TM) i5-8365U 1.60GHz CPU. Note that LFL is an anatomical-functional image fusion method. Therefore, it is tested in our experiments for this type of data only. To ensure a fair comparison in the case of anatomical-functional images, the grey-scale CSR method is adopted to color images using the approach explained in Section 4.3.

5.1.3. Parameter setting

For the proposed method, we use $m = 64$ (fully overlapping patches of size $8 \times 8$), $e = \sqrt{m} \times 10^{-3}$, and $\delta = 10^{-5}$ in all the experiments. In addition, we use $n = 100$ (number of atoms), $T = 6$ (sparsity level) and $\rho = 20$ for anatomical-anatomical (MR-MR and MR-CT) image fusion, $n = 16$, $T = 3$ and $\rho = 10$ for functional-anatomical (MR-PET and MR-SPECT) image fusion, and $n = 16$, $T = 3$ and $\rho = 5$ for infrared-visible image fusion. The details of the parameter selection strategy are discussed in Section 5.4. For all other methods, we use the best parameters as tuned by the authors.

5.1.4. Objective metrics

The quantitative comparison of the methods is performed based on the following metrics: the tone-mapped image quality index TMQI [50], which measures preservation of intensity and structural information, the similarity-based fusion quality metric $Q_{\text{f}}$ [51], the human visual system-based metric $Q_{\text{HR}}$ [52], the feature mutual information metric $FMI$ [53], the visual information fidelity metric VIF [54], the objective image fusion performance measure $Q_{\text{ABr}}$ [55], the spatial frequency index $SF$ [56], which measures the overall activity level in the image, the edge intensity metric $EI$ [57], the structural similarity index $SSIM$ [58], and standard deviation (STD). Note that high VIF, TMQI and SSIM values correspond to high fidelity in terms of intensity and structural features, high $FMI$, $Q_{\text{HR}}$ and $Q_{\text{f}}$ values indicate high structural similarities, high $Q_{\text{ABr}}$ values indicate good visual compatibility, high $EI$s indicate high quality edges, and high $SF$ and $STD$ values imply an improved contrast.

Fig. 7. Multimodal medical image fusion results.
5.2. Multimodal medical image fusion

5.2.1. Visual comparison

Fig. 7 shows the final fused image for one pair of images in each of the medical image fusion experiments. The decomposition components obtained using the proposed method for the images in Fig. 7 are shown in Fig. 8. In Fig. 7, one can see that the CNN and BPCNN methods clearly suffer from a loss of local intensity. We observed the same negative effect (even more severe) for the ULAP and CSR methods. This is because these four methods rely on an averaging-based approach for the fusion of low-resolution components, which usually contain most of the energy content of the images. For example, the intensities are significantly attenuated in regions where one of the input images is dark. The ULAP and CNN methods also use averaging for their high-resolution components. In this case, averaging results in a loss of details or texture, as can be seen in Fig. 7(c,3) and (d,3).

We observed that all the results obtained using the LLF method contain clear artifacts and visual inconsistencies. This MST-based method uses binary-selection-based fusion for both low and high-resolution features. As explained in Section 1, binary selection of resolution-based components can cause loss of details and essential information. The same effect is observed for the CSR method, which also relies on binary selection for its detail layer corresponding to the highest resolution. The LRD method usually preserves the local intensities but results in color distortions and blurred details.

The BPCNN and NSST methods both use 49 decomposition layers that is significantly more than in the CSR (2 layers) and LLF (3 layers) methods. This allows the BPCNN and NSST methods to capture more relevant information, including intensity and texture. Also, the use of directional filters in the NSST method improves the fusion of features with higher structural similarities. However, these NSST-based methods occasionally suffer from a non-negligible amount of intensity attenuation, again due to employing a binary-selection rule for resolution-based features (see Fig. 7(a,4) and (b,4)). Moreover, the NSST method reconstructs the final image solely based on a sparse representation, which inevitably leads to a loss of texture information. For example, the magnified region of Fig. 7(d,4) shows how the texture of the MR image appears with a significantly lower contrast in the NSST and BPCNN results. Note that the corresponding regions in the SPECT image are entirely dark, meaning that the texture is expected to appear in the final image unaltered.

The proposed method provides good visual results by preserving both intensity and details. Recall that in the proposed method, the fusion rule is applied to the correlated features only, which guarantees that binary selection does not omit any modality-specific information. Moreover, the uncorrelated components isolates the modality-specific features and adds them directly to the fused image without employing any additional processing that might lead to texture degradation or necessitate expensive computations. The advantage of this strategy is evident in functional-anatomical fusion, where large areas in one of the images can be flat or dark in the other image. For example, the regions of the MR image that are dark (flat with low intensity) in the SPECT image of Fig. 7d are well preserved by the proposed method, while all other methods show a loss of the local intensity or decreased contrast.

Fig. 8 shows how the uncorrelated components in MR-PET and MR-SPECT capture the high-resolution content of the MR images. In contrast, the correlated components of these images contain low-resolution information. In MR-CT and MR(T1)-MR(T2), significant amount of information is captured by the correlated components, while each uncorrelated component contains the details of specific types of tissues.

5.2.2. Comparison using objective metrics

The results obtained based on the objective metrics are reported in Table 1. These results are in favor of the proposed method. Specifically, the ULAP and CSR methods provide low STD and SF values, which is due to the loss of contrast discussed previously. Moreover, the LLF method always shows relatively low Qv and Qa values, which points to the presence of visual artifacts. The objective metrics of the CNN and BPCNN methods are always lower than those of the proposed methods. Finally, the proposed method leads to the best overall results for all datasets. These findings show that the proposed method generalizes well to diverse medical imaging modalities.

5.2.3. Execution times

The average execution times of all the experiments are reported in the last row of Table 1. This table shows that the proposed method is competitive with recent multimodal fusion methods in terms of computational efficiency. Specifically, the running time of the proposed method is comparable to that of the NSST method and significantly better than those of the LRD and BPCNN methods. The ULAP method results in the shortest execution time but does not yield competitive results.

5.3. Fusion of infrared and visible images

Fig. 9 illustrates four examples of fused infrared-visible images obtained by different methods. The decomposition components obtained for the images in Figs. 9 using the proposed method are visualized in Fig. 10. The average objective evaluation results of all images in the dataset are summarized in Table 2. As can be seen in Fig. 9, the ResNet and Bayes methods result in a loss of intensity, as well as blurred textures and details. The low contrast resolution
Table 1
Objective evaluation results and average execution times for different methods using medical image datasets. The best performance is shown in bold.

<table>
<thead>
<tr>
<th>Data-sets</th>
<th>Metrics</th>
<th>CSR</th>
<th>LLF</th>
<th>ULAP</th>
<th>CNN</th>
<th>NST</th>
<th>LRD</th>
<th>BPCNN</th>
<th>proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMI</td>
<td>0.7560</td>
<td>0.6739</td>
<td>0.7229</td>
<td>0.7412</td>
<td>0.7760</td>
<td>0.7125</td>
<td>0.7899</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIF</td>
<td>0.6388</td>
<td>0.6461</td>
<td>0.7444</td>
<td>0.7603</td>
<td>0.7364</td>
<td>0.7140</td>
<td>0.7078</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q_{n1}</td>
<td>0.5679</td>
<td>0.3664</td>
<td>0.5741</td>
<td>0.4750</td>
<td>0.5721</td>
<td>0.5086</td>
<td>0.4295</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q_{n2}</td>
<td>0.8899</td>
<td>0.8359</td>
<td>0.7349</td>
<td>0.8081</td>
<td>0.7359</td>
<td>0.7203</td>
<td>0.9233</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MR(T1)-MR(T2)</td>
<td>0.7073</td>
<td>0.6769</td>
<td>0.5891</td>
<td>0.7107</td>
<td>0.6858</td>
<td>0.6273</td>
<td>0.7309</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMQI</td>
<td>0.7745</td>
<td>0.7680</td>
<td>0.7694</td>
<td>0.7768</td>
<td>0.7802</td>
<td>0.7612</td>
<td>0.7809</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EI</td>
<td>61.6357</td>
<td>75.5990</td>
<td>72.4133</td>
<td>71.7468</td>
<td>67.9044</td>
<td>68.9967</td>
<td>76.9263</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSIM</td>
<td>0.7569</td>
<td>0.7233</td>
<td>0.5845</td>
<td>0.7297</td>
<td>0.7368</td>
<td>0.6294</td>
<td>0.7811</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2
Objective evaluation results and average execution times using infrared and visible image dataset. The best performance is shown in bold.

<table>
<thead>
<tr>
<th>CSR</th>
<th>ResNet</th>
<th>SWT</th>
<th>Bayes</th>
<th>proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMI</td>
<td>0.2963</td>
<td>0.3166</td>
<td>0.4738</td>
<td>0.3966</td>
</tr>
<tr>
<td>VIF</td>
<td>0.2715</td>
<td>0.2539</td>
<td>0.2988</td>
<td>0.2117</td>
</tr>
<tr>
<td>Q_{n1}</td>
<td>0.4774</td>
<td>0.3222</td>
<td>0.4884</td>
<td>0.3989</td>
</tr>
<tr>
<td>Q_{n2}</td>
<td>0.8015</td>
<td>0.0079</td>
<td>0.8090</td>
<td>0.8013</td>
</tr>
<tr>
<td>Q_{n3}</td>
<td>0.4894</td>
<td>0.5013</td>
<td>0.4975</td>
<td>0.5377</td>
</tr>
<tr>
<td>TMQI</td>
<td>0.7038</td>
<td>0.0899</td>
<td>0.6937</td>
<td>0.6777</td>
</tr>
<tr>
<td>SF</td>
<td>23.4193</td>
<td>22.4443</td>
<td>36.1532</td>
<td>27.4666</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.4723</td>
<td>0.5096</td>
<td>0.4790</td>
<td>0.5070</td>
</tr>
</tbody>
</table>

| Average runtime (s) | 34.57 | 64.58 | 0.11 | 12.69 | 4.62 | 74.95 | 14.26 | 6.10 |

and blurred edges in the results of ResNet and Bayes are also reflected in their STD, SF and Q_{n2} results, all of which are exceptionally low. The CSR method also uses plain averaging for the fusion of low resolution components which results in a considerable attenuation of local intensities. SWT on the other hand preserves the local intensities and edge information in the source images. However, since this method reconstructs the final fused images from transform coefficients, it often results in a loss of fine texture details. The objective evaluation metrics are always relatively high for SWT, but often inferior to those of the proposed method.

The best overall results in terms of fusion of local intensities and preservation of edge information and contrast resolution are obtained by the proposed method. This is also validated by the best overall performance in terms of objective evaluation metrics.

In particular, only the visible images contain visual details. Moreover, the details of some objects are visible only in the infrared images. The proposed method captures this information in the uncorrelated components (see Fig. 10) and directly transfers them to the fused image. For example, in Fig. 9, the texts on the sun shades (fourth row) and the bush leaves (third row) are well preserved in our results. On the other hand, the objects and surfaces visible in both source images are captured as correlated components. Thus, the most visible representation of the correlated features, such as brighter surfaces and sharper edges, are used in the fused images. This is illustrated in the third row of Fig. 9, where the proposed method captures the most visible details of the person (in the infrared image) and the roof (in the visible image).

The average execution times using all the images in the infrared-visible image dataset are given in the last row of Table 2. The results show that the proposed method is significantly faster than the CSR and the SWT methods but slower than ResNet and Bayes.
especially Bayes method. However, the ResNet method uses a pre-trained convolutional neural network available in MATLAB, which takes ~ 136 seconds to be loaded on the computer used in our experiments. Note that using a low-level programming language such as C++ can dramatically improve the speed of the proposed method and make it applicable to real-time tasks.

5.4. Parameter tuning

In this section, we discuss our strategy for selecting optimal parameters for the proposed decomposition model. The parameters are listed in Table 3. Optimal parameters must meet three criteria: (1) the decomposition must be accurate; (2) low correlation between the uncorrelated components must be ensured; (3) the chosen parameters must be computationally efficient (smaller \( n \) and \( T \) are preferred).

The best patch size is related to the size of local features in the input images. The patch size also impacts the computational cost of the fusion problem. We use a value of \( m = 64 \) in the experiments in order to achieve the best compromise between running time and effective capturing of features. In our experiments, we
observed that $\epsilon = \sqrt{m} \times 10^{-3}$ and $\delta = 10^{-6}$ lead to the best overall performance in all presented fusion problems. An exhaustive grid search was carried out to find the optimal values for the remaining parameters $n$, $T$, and $\rho$. Table 4 summarizes the optimal parameters selected for each of the fusion problems in the experiments as well as the resulting performance in terms of the mean squared errors (MSE) of the decomposition and the absolute Pearson correlation coefficient between the associated entries of the uncorrelated components (both averaged over all images in each dataset). Note that average correlations are calculated using only pixels with enough variance (i.e., when $\sigma_i^2 \sigma_j^2 > \delta$), so that dark/no signal regions are ignored.

The functional medical images are characterized by very low contrast-resolutions. Also, it should be noted that, infrared images usually do not contain any texture information. As a result, the correlated features associated with these two imaging modalities are very sparse and can be estimated using a small dictionary and few samples (see $n$ and $T$ values in Table 4). In contrast, the medical anatomical images contain high resolution information and fine texture details. Consequently, the estimation of correlated components in anatomical-anatomical fusion requires a relatively larger dictionary and more samples as can be seen in Table 4.

6. Conclusion

A novel image fusion method for multimodal images has been presented. A decomposition method separates input images into their correlated (i.e., common to both images) and uncorrelated (modality-specific) components. The correlated components are captured by sparse representations with identical supports and learned coupled dictionaries. The low correlation between the uncorrelated components is enforced by the minimization of pixel-wise Pearson correlations. An alternate optimization strategy is adopted for addressing the resulting optimization problem. One particularity of the proposed method is that it applies a fusion rule to the correlated components only while fully preserving the uncorrelated components. In the experiments, this strategy has shown superior preservation of intensity and detail compared to other recent methods. Quantitative evaluation metrics and comparison of execution times have also shown the competitiveness of the proposed method.
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Table 3

| $e$: the maximum allowed residual norm in sparse approximation |
| $T$: the maximum number of nonzero entries in the sparse codes |
| $m$: the patch size (also the size of the dictionary atoms) |
| $n$: the number of atoms in the dictionaries |
| $\rho$: the tuning parameter in optimization algorithm (7) |
| $\delta$: the constant used for stabilization of $[A_1, A_2]$ updates (9) |

Table 4

<table>
<thead>
<tr>
<th>Multimodal Dataset</th>
<th>$n$</th>
<th>$T$</th>
<th>$\rho$</th>
<th>avg MSE</th>
<th>avg Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anatomical-Anatomical:</td>
<td>100</td>
<td>6</td>
<td>5</td>
<td>$9.84 \times 10^{-3}$</td>
<td>0.0035</td>
</tr>
<tr>
<td>Functional-Anatomical:</td>
<td>16</td>
<td>3</td>
<td>10</td>
<td>$4.73 \times 10^{-5}$</td>
<td>0.0054</td>
</tr>
<tr>
<td>Infrared-Visible:</td>
<td>16</td>
<td>3</td>
<td>5</td>
<td>$3.22 \times 10^{-4}$</td>
<td>0.0092</td>
</tr>
</tbody>
</table>
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Appendix A. Modified SOMP algorithm

The steps of the proposed modified SOMP method are explained in Algorithm A1. Symbol $\mid \cdot \mid$ denotes the cardinality of a set (number of elements), operator $\text{F}()$ returns one if the condition is true and zero otherwise, and symbol $(\cdot)^T$ denotes the Moore-Penrose pseudoinverse.

Algorithm 2 SOMP with coupled dictionaries.

**Input:** Data matrices $X_k \in \mathbb{R}^{m \times 2}$, $k = 1, \ldots, K$, coupled dictionaries $D_k \in \mathbb{R}^{m \times 1}$, $k = 1, \ldots, K$, error threshold $\epsilon$, and maximum number of non-zero coefficients $\tau$.

1: Initialization: sparse representations $A_k = 0 \in \mathbb{R}^{n \times p}$, $k = 1, \ldots, K$.
2: for $i = 1, \ldots, n$ do
3: $f = \{\}$, $r_k = [X_k]_i$, $k = 1, \ldots, K$.
4: while $|f| < T$ and $\sum_{k=1}^{K} (|r_k|^2) > 1$ do
5: $s = \arg\max_{j \in f} \sum_{k=1}^{K} |r_k|^2$ \text{ Simultaneous atom selection}
6: $f = f \cup [s]$, $A_k = A_k + [X_k]_s$, $k = 1, \ldots, K$ \text{ Updating the support}
7: $[A_k]_{f \setminus \{i\}} = [D_k]_i^{-1} (|X_k|)^T$, $k = 1, \ldots, K$ \text{ Orthogonal projection}
8: $r_k = [X_k]_i - [D_k]_i (A_k)_i$, $k = 1, \ldots, K$ \text{ Updating the residuals}
9: end while
10: end for

**Output:** Sparse representations with common supports $A_k, k = 1, \ldots, K$.
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COUPLED FEATURE LEARNING VIA STRUCTURED CONVOLUTIONAL SPARSE CODING FOR MULTIMODAL IMAGE FUSION

Farshad G. Veshki and Sergiy A. Vorobyov
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ABSTRACT

A novel method for learning correlated features in multimodal images is introduced, based on convolutional sparse coding with applications to image fusion. In particular, the correlated features are captured through coupled filters in convolutional dictionaries. At the same time, the shared and independent features are approximated using separate convolutional sparse codes and a common dictionary. The resulting optimization problem is addressed using an alternating direction method of multipliers. The coupled filters are fused based on a maximum-variance rule, and a maximum-absolute-value rule is used to fuse the sparse codes. The proposed method does not entail any prelearning stage. The experimental evaluations using medical and infrared-visible image datasets demonstrate the superiority of our method compared to state-of-the-art algorithms in terms of preserving the details and local intensities as well as improving objective metrics.

Index Terms— Multimodal image fusion, convolutional sparse coding, structured dictionary learning.

1. INTRODUCTION

Multimodal image fusion aims at merging the information from multiple images acquired using different imaging modalities into a single image, without introducing noise or artifacts [1, 2]. For instance, in medical image fusion, different information about the anatomy of tissues or the levels of biological activities captured using various medical imaging modalities are aggregated in a single fused image [1]. In surveillance applications, combining the visual information in optical images and the thermal information captured using infrared imaging techniques yield more informative images, and has applications, for example, in night vision [2].

A common approach for addressing the multimodal image fusion problem is to decompose the input images into multiscale or morphologically distinct components. This is usually done by employing deterministic mathematical models such as multiscale transforms [3–5]. Other techniques used for a similar purpose include subspace learning [6], dictionary learning [7,8], and deep learning [9,10]. An assumption made by all aforementioned fusion techniques is that the features (components) with similar structural properties convey the same type of information. Therefore, they are appropriate for fusion. However, the multimodal images may not obey this assumption. For example, in medical imaging, computed tomography (CT) captures hard tissues and structures (e.g., bones and implants) with a higher resolution, while using magnetic resonance (MR) imaging, the details of soft tissues (e.g., fat and bone marrow) are reflected more effectively [1]. In infrared-visible images, the details in each input image provide different types of information. Thus, a fusion based on the similarity of structural properties can lead to the omission of important information.

In a recent work [11], we demonstrated that the fusion performance can be considerably improved by replacing the conventional deterministic feature-extraction techniques with a data-driven approach for extracting correlated features in multimodal images. Specifically, a method based on coupled dictionary learning [12] and a Pearson correlation constraint has been developed to decompose the multimodal images into their correlated and independent components. In particular, the correlated features have been captured as pairs of atoms in the coupled dictionaries. Then, the fusion is performed using the most significant representations of the coupled atoms. Since the information in the independent components is specific to each modality, these components are transferred to the fused image directly. This approach has shown to be superior in terms of preserving important information while yielding an improved contrast resolution [11].

In this paper, we present a coupled feature learning (CFL) method based on convolutional sparse coding (CSC) and dictionary learning. CSC incorporates a global single-valued model that, unlike standard sparse approximation, does not require patch extraction and enables shift-invariant dictionary learning [13]. In addition, instead of minimizing linear correlations between independent components (as in [11]), we incorporate a more general model that promotes statistical independence. We also propose novel schemes for fusion of correlated features and reconstruction of the final fused image. Experimental evaluations using multimodal medical and infrared-visible image datasets show that the proposed method significantly improves the performance of state-of-the-art multimodal fusion techniques. A MATLAB implementation of our fusion method is available at https://github.com/FarshadGVeshki/ConvCFL-MMIF.
2. CONVOLUTIONAL COUPLED FEATURE LEARNING

The proposed model decomposes $n$ input multimodal images $s^i \in \mathbb{R}^N$, $i = 1, \ldots, n$, where $N$ is the number of pixels in the images, into their correlated, shared and independent components. For simplicity of notation, we use one-dimensional arrays to represent the images. Generalization to multi-dimensional arrays is mathematically straightforward.

2.1. Problem Formulation

The correlated components are captured using a set of common sparse feature maps $\Gamma \in \mathbb{R}^{N \times K}$ and coupled convolutional dictionaries $D^i \in \mathbb{R}^{M \times K}$, $i = 1, \ldots, n$. The shared and independent components are represented using a common dictionary $C \in \mathbb{R}^{M \times L}$ and separate sparse feature maps $X^i \in \mathbb{R}^{N \times L}$, $i = 1, \ldots, n$. The decomposition problem can then be formulated as the following optimization problem

\[
\begin{aligned}
\text{minimize} & \quad \frac{1}{2} \sum_{i=1}^{n} \left( \sum_{k=1}^{K} \| D_k^i + \Gamma_k \|_2^2 + \lambda_1 \sum_{k=1}^{K} \| \Gamma_k \|_1 \right) \\
& \quad + \lambda_2 \sum_{i=1}^{n} \sum_{l=1}^{L} \| C_l \|_1 \text{ s.t. } C_l, D_k^i \in \mathcal{D} \quad \forall k, l, i, (1)
\end{aligned}
\]

where $\mathcal{D} = \{ d \in \mathbb{R}^M | \| d \|_2 \leq 1 \}$ is the set of dictionary filters and $\lambda_1 > 0$ and $\lambda_2 > 0$ are regularization parameters. Subscripts are used to denote the columns of matrices.

The overlapping nonzero entries in $\{ X^i \}_{i=1}^{n}$ indicate that one of the dictionary filters $\{ C_l \}_{l=1}^{L}$ is used for approximation of multiple images at the same location, thus, it represents a shared feature. In addition, when only one of the entries in $\{ X^i \}_{i=1}^{n}$ is nonzero at one location, it means that one of the filters in $\{ C_l \}_{l=1}^{L}$ is used for only one source image. Thus, it represents an independent feature. Note that the convolutional filters are assumed to be statistically independent. As first demonstrated in [14], dictionary learning promotes statistical independence. The proof relies on the fact that accurate sparse codes preserve the information (joint entropy) in the source signal. Moreover, the sparsity regularization minimizes the entropy in each of the sparse codes (simply by maximizing the probability of one event (being zero) and minimizing the probability of all other events (being nonzero)). Therefore, by enforcing the equality of the joint entropy and the sum of the entropies of the individual sparse codes, sparse dictionary learning promotes statistical independence.

2.2. Optimization

Problem (1) is typically solved by alternating between minimization over the sparse codes and the dictionary filters. Since we address both steps in Fourier domain (using [15]), we first zero-pad all of the dictionary filters to the size of the sparse coefficient maps ($\mathbb{R}^N$).

2.2.1. Sparse Coding Step

Using the consensus ADMM method [16], (1) can be addressed with respect to the sparse feature maps $\{ \Gamma, \{ X^i \}_{i=1}^{n} \}$ by solving the following optimization problem

\[
\begin{aligned}
\text{minimize} & \quad \frac{1}{2} \sum_{i=1}^{n} \left( \sum_{k=1}^{K} \| D_k^i + \Theta_k + \sum_{l}^{L} C_{l} \ast Y^i - s^i \|_2^2 + \lambda_1 \sum_{k=1}^{K} \| \Gamma_k \|_1 + \lambda_2 \sum_{l=1}^{L} \| X^i \|_1 \right) \\
& \quad \text{s.t. } \Gamma = \Theta^i, X^i = Y^i \quad i = 1, \ldots, n.
\end{aligned}
\]

Using scaled Lagrangian multipliers $U^i \in \mathbb{R}^{N \times K}$ and $V^i \in \mathbb{R}^{N \times L}$, $i = 1, \ldots, n$, the augmented Lagrangian is written as

\[
\begin{aligned}
\frac{1}{2} \sum_{i=1}^{n} \left( \sum_{k=1}^{K} \| D_k^i + \Theta_k + \sum_{l}^{L} C_{l} \ast Y^i - s^i \|_2^2 + \lambda_1 \sum_{k=1}^{K} \| \Gamma_k \|_1 + \lambda_2 \sum_{l=1}^{L} \| X^i \|_1 \right) \\
+ \frac{\rho}{2} \sum_{i=1}^{n} \sum_{k=1}^{K} \| \Theta_k^i - \Gamma_k + U^i_k \|_2^2 + \sum_{l=1}^{L} \| Y^i_l - X^i_l + V^i_l \|_2^2
\end{aligned}
\]

(2)

where $\rho > 0$ is the penalty parameter. The ADMM iterations consist of minimizing (2) alternatively with respect to $\{ \Theta^i, Y^i \}_{i=1}^{n}$, $\{ \Gamma, \{ X^i \}_{i=1}^{n} \}$ and $\{ U^i, \{ V^i \}_{i=1}^{n} \}$. The details of each subproblem are explained in the following. Denoting $Z^i = \{ \Theta^i, Y^i \}$, $F^i = \{ D_k^i, C \}$ and $W^i = \{ U^i, X^i \}$, we can update $\{ \Theta^i, Y^i \}_{i=1}^{n}$ by solving $n$ parallel optimization problems, which can be written as follows

\[
\begin{aligned}
\text{minimize} & \quad \frac{1}{2} \sum_{i=1}^{n} \sum_{p=1}^{P} \| F^i_p + \Lambda_p - Z^i_p \|_2^2 + \frac{\rho}{2} \sum_{i=1}^{n} \sum_{p=1}^{P} \| Z^i_p - W^i_p \|_2^2
\end{aligned}
\]

(3)

where $P = K + L$ and $(\cdot)^+$ denotes the updated variables. The problem in (3) is a standard convolutional fitting problem that can be addressed using available CSC methods (e.g., [15]).

Updating $\{ \Gamma, \{ X^i \}_{i=1}^{n} \}$ can be efficiently addressed in an elementwise manner using the shrinkage operator $S_{\alpha}(a) = \text{sign}(a) \max(0, |a| - \alpha)$. The updates are written as follows

\[
\Gamma^i = S_{\alpha_1/\rho} \left( \frac{1}{n} \sum_{i=1}^{n} \Theta^i - \Gamma^i \right), \quad (X^i)^+ = S_{\alpha_2/\rho} (Y^i + V^i), \quad i = 1, \ldots, n.
\]

Finally, the updates for the scaled Lagrangian variables $\{ U^i, \{ V^i \}_{i=1}^{n} \}$ are given as

\[
\begin{aligned}
(U^i)^+ = \Theta^i - \Gamma^i + U^i, \quad (V^i)^+ = Y^i - X^i + V^i, \quad i = 1, \ldots, n.
\end{aligned}
\]

2.2.2. Dictionary Update Step

Using the consensus ADMM (1) can be reformulated with respect to the dictionary filters $\{ C, \{ D^i \}_{i=1}^{n} \}$ as

\[
\begin{aligned}
\text{minimize} & \quad \frac{1}{2} \sum_{i=1}^{n} \left( \sum_{k=1}^{K} \| G_k^i + \Gamma_k \|_2^2 + \sum_{l=1}^{L} \| H_l^i \ast X^i - s^i \|_2^2 + \Omega \left( \{ C, \{ D^i \}_{i=1}^{n} \} \right) \right) \\
& \quad \text{s.t. } C = H^i, \quad D^i = G^i, \quad i = 1, \ldots, n
\end{aligned}
\]

(4)

where $\Omega(\cdot)$ is an indicator function of the constraint set in (1). The augmented Lagrangian is written as follows

\[
\begin{aligned}
\frac{1}{2} \sum_{i=1}^{n} \left( \sum_{k=1}^{K} \| G_k^i + \Gamma_k \|_2^2 + \sum_{l=1}^{L} \| H_l^i \ast X^i - s^i \|_2^2 + \Omega \left( \{ C, \{ D^i \}_{i=1}^{n} \} \right) \right) \\
+ \frac{\sigma}{2} \sum_{i=1}^{n} \left( \sum_{k=1}^{K} \| G_k^i - D_k^i + R_k^i \|_2^2 + \sum_{l=1}^{L} \| H_l^i - C_l + T_l^i \|_2^2 \right)
\end{aligned}
\]
where $R_i \in \mathbb{R}^{N \times K}$ and $T_i \in \mathbb{R}^{N \times L}$, $i = 1, \ldots, n$, are scaled Lagrangian variables. The ADMM iterations consist of minimizing (4) alternatively with respect to $\{G_i, H_i^s\}_{i=1}^n$, $\{C, \{D_i\}_{i=1}^n\}$ and $\{R_i, T_i\}_{i=1}^n$.

Indeed, denote $E' = \{G_i, H_i^s\}$, $S' = \{\Gamma, X^i\}$ and $Q' = \{D_i - R_i, C - T_i\}$, $i = 1, \ldots, n$. Then updating $\{G_i, H_i^s\}_{i=1}^n$ can be addressed by solving $n$ parallel optimization problems

$$
(E^i)^+ = \arg\min_{E^i} \frac{1}{2} \sum_{p=1}^P \| E_{p}^i - s_{p}^i \|^2 + \frac{\sigma}{2} \sum_{p=1}^P \| E_{p}^i - Q^i_{p} \|^2.
$$

Problem (5) is similar to (3) and can be efficiently addressed using available CSC methods (e.g., [15]).

Updating $\{C, \{D_i\}_{i=1}^n\}$ is performed as

$$(D^i)^+ = \text{proj}_D(G^i + R^i), \ i = 1, \ldots, n, \quad C^+ = \text{proj}_D \left( \frac{1}{2} \sum_{i=1}^n H^i + T^i \right),$$

where $\text{proj}_D(\cdot)$ denotes the orthogonal projection onto the set $D$. This can be done by mapping the entries outside the constraint support to zero and then projecting the filters on the unit-ball.

The updates for scaled Lagrangian variables are given as

$$(R^i)^+ = G^i - D^i + R^i, \quad (T^i)^+ = H^i - C + T^i, \quad i = 1, \ldots, n.$$

We perform the sparse coding and the dictionary update steps in an interleaved manner (one iteration of each step is executed before passing the variables to the next). The updated ADMM variables (auxiliary variables and scaled Lagrangian multipliers) are used to initialize the next iteration.

2.3. Projection on the Sparse Support

After the convolutional CFL stage, we can still significantly improve the approximation accuracy by orthogonalizing the residuals on the supports (the set of indices of nonzero entries) of the sparse coefficient maps. For this purpose, we use a gradient descent (GD) approach. Based on the convolution theorem, the GD iterations are found as

$$
\begin{align*}
\hat{X}_i^s &= \text{proj}_S \left( \hat{X}_i^s - \alpha \text{DFT}^{-1} \left( \sum_{k=1}^K D_k \odot r_k^s \right) \right), & \forall k, \\
\hat{G}_i^s &= \text{proj}_G \left( \hat{G}_i^s - \alpha \text{DFT}^{-1} \left( \hat{C}_i \odot r_i^s \right) \right), & \forall i,
\end{align*}
$$

where $\hat{\cdot}$ denotes the discrete Fourier transform and $\text{DFT}^{-1}(\cdot)$ represents its inverse, $\hat{\cdot}$ denotes the complex-conjugate, $\odot$ is the elementwise multiplication and operator $\text{proj}_S(\cdot)$ returns the support of an array. In addition, $\alpha$ is the stepsize and $r^s$ represents the residuals associated with $s_i^s$ that is

$$r^s = \sum_{k=1}^K D_k \ast \Gamma_k + \sum_{l=1}^L C_l \ast X_l^s - s_i^s, \ i = 1, \ldots, n.$$

3. MULTIMODAL IMAGE FUSION ALGORITHM

In this section, the steps of the proposed fusion method are explained. Note that the images are considered as one-dimensional arrays. The elementwise operations are applied to all pixels.

3.1. Low-pass Filtering

The input images are first decomposed into base-layers $\{s_d_l\}_{l=1}^n$ and details-layers $\{s_l\}_{i=1}^n$ using low-pass filtering. This is done using the lowpass function from the SPORCO library [17] (the regularization parameter is set to 10).

3.2. Fusion of the Details-layers

The details-layers $\{s_l\}_{i=1}^n$ are decomposed into the correlated, shared and independent components using the convolutional CFL method explained in Section 2.

3.2.1. Fusion of Coupled Features

The coupled features are fused based on the highest visual significance, which can be measured, for example, using variance (denoted as $\text{var}(\cdot)$). This can be formulated as follows

$$D^F_k = D^s_k, \quad i^* = \arg\max_{i=1,\ldots,n} \var(D^s_k), \quad k = 1, \ldots, K,$$

where $D^F$ is the dictionary of fused coupled features.

3.2.2. Fusion of Shared and Independent Components

The fusion of shared and independent component $X^F_i$ is found by combining the redundant sparse codes $\{X^i\}_{i=1}^n$ using maximum-absolute-value rule. This can be written as

$$X^F_i(j) = X^s_i(j), \quad i^* = \arg\max_{i=1,\ldots,n} \left( |\langle X^i_i(j) \rangle| \right), \ j = 1, \ldots, N, l = 1, \ldots, L.$$

This allows to transfer the independent features along with the shared features with the most significant representation coefficients into the fused image.

The fused details-layers $s^F_d$ is then reconstructed using

$$s^F_d = \sum_{k=1}^K D^F_k * \Gamma_k + \sum_{l=1}^L C_l * X^F_l.$$

3.3. Fusion of the Base-layers

We form two images $s^{\max}_b$ and $s^{\min}_b$ representing the maximum and the minimum allowed local intensities, using

$$s^{\max}_b = \max_{i=1,\ldots,n} (s^i_b), \quad s^{\min}_b = \omega (\max_{i=1,\ldots,n} (s^i_b)) + (1 - \omega) (\min_{i=1,\ldots,n} (s^i_b)),$$

where $0 \leq \omega \leq 1$, and $\max(\cdot)$ and $\min(\cdot)$ are the elementwise maximum and minimum operators, respectively.
It is favorable to incorporate $s_b^{max}$ into the final fused image. However, this can cause a loss of information due to the limited range (0 to 1) of the standard images. To achieve a compromise between contrast resolutions and local intensities, we propose the following approach. First, the difference between the local maximum and minimum intensities (local variations) of $s_b^j$ (for example, in a $3 \times 3$ neighborhood) is stored in $s_b^j$. Then the fused base-layer $s_b^F$ is computed as

$$s_b^F(j) = \begin{cases} s_b^{max}(j), & \text{if } s_b^j(j) \leq 1 - s_b^{max}(j) \\ s_b^{min}(j), & \text{if } s_b^j(j) \geq 1 - s_b^{min}(j), \quad j = 1, \ldots, N. \\ 1 - s_b^j(j), & \text{otherwise} \end{cases}$$

A Gaussian filter may be used to smooth $s_b^F$ so that discontinuities are not introduced.

The final fused image $s^F$ is then reconstructed as

$$s^F = s_b^F + s_d^F.$$  

4. EXPERIMENTAL RESULTS

We compare our method to four recent multimodal fusion methods both visually and using objective evaluation metrics. We use two medical image fusion methods: a method based on the non-subsampled shearlet transform (NSST) [4] and a method based on Laplacian redecomposition (LRD) [5]. We also use two infrared-visible image fusion methods: a method that incorporates a hierarchical Bayesian model (Bayes) [18] and a method based on deep learning (Resnet) [9]. The multimodal medical image dataset consists of 20 pairs of images collected from [19], and the infrared-visible image dataset includes 21 pairs of images taken from https://github.com/hli1221/imagefusion_resnet50/tree/master/IV_images. Four metrics are used for objective evaluations, the objective image fusion performance measure $Q_{AB/F}$ [20], the information measure for performance of image fusion $Q_{IM}$ [21], spatial frequency (SF) [22] and the structural similarity index (SSIM) [23]. The algorithm parameters are $\lambda_1=\lambda_2=0.01$, $K=8$, $L=12$, $\rho=\sigma=10$, $\alpha=0.01$ and $\omega=0.9$. Moreover, we use 150 ADMM iterations, 100 GD iterations and $8 \times 8$ filters ($M$ in two-dimensional case).

![Fig. 1: Examples of multimodal images.](image)

Fig. 1 shows a pair of images from each dataset used. The results obtained using different methods are shown in Fig. 2. Table 1 compares the average results for objective evaluation metrics for each dataset. The results show that the LRD method leads to low contrast-resolutions, which is reflected in very low SF and $Q_{AB/F}$ values for this method. NSST also loses/blurs high-resolution information, while this information is well preserved using our method (see Figs. 2a and 2b, for example). Results obtained using Resnet and Bayes show an inferior fusion of local intensities, which results in low visibility of the details in the fused images (see Figs. 2d and 2e, for example). Overall, the proposed method results in the best performance in terms of the fusion of the high-resolution information as well as the local intensities (for example, see Figs. 2c and 2f). These observations can be validated by the objective evaluation results in Table 1, where our method obtains the best results in all cases.

![Fig. 2: The fusion results for the multimodal images in Fig. 1 using different methods.](image)

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Medical</th>
<th>Infrared-Visible</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NSST</td>
<td>LRD proposed</td>
</tr>
<tr>
<td>$Q_{AB/F}$</td>
<td>0.5646</td>
<td>0.5278</td>
</tr>
<tr>
<td>$Q_{IM}$</td>
<td>0.6778</td>
<td>0.7341</td>
</tr>
<tr>
<td>SF</td>
<td>30.02</td>
<td>28.93</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.5501</td>
<td>0.6601</td>
</tr>
</tbody>
</table>

Table 1: Average objective evaluation results for each dataset using different methods. The Best results are shown in bold.

5. CONCLUSION

A novel multimodal image fusion method based on convolutional sparse coding has been developed. A convolutional coupled feature learning algorithm has been proposed for the decomposition of multimodal images into correlated, shared, and independent features. Appropriate schemes have been proposed for the fusion of extracted features and reconstruction of the final image. The experimental results show significant improvements by the proposed features and reconstruction of the final image. The experimental results show significant improvements by the proposed method compared to the state-of-the-art multimodal image fusion methods.
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I. INTRODUCTION

Simultaneous sparse approximation (SSA) aims to reconstruct multiple input signals using sparse representations (SRs) with identical supports, i.e., using different linear combinations of the same subset of atoms in a dictionary [1], [2]. The SSA problem can be written as follows

\[
\min_{\{x_n\}_{n=1}^N} \sum_{n=1}^N \left( \frac{1}{2} \|Dx_n - s_n\|_2^2 + \lambda \|x_n\|_1 \right)
\]

\[
s.t. \quad \text{Supp}(x_l) = \text{Supp}(x_m), \quad l, m = 1, \ldots, N,
\]

where \( D, \{x_n\}_{n=1}^N \) and \( \{s_n\}_{n=1}^N \) represent the dictionary, the SRs with identical supports, and the input signals, respectively. Moreover, \( \lambda > 0 \) is the sparsity regularization parameter, \( \| \cdot \|_2 \) is the Euclidean norm, \( \| \cdot \|_1 \) is an operator that counts the nonzero entries of a vector, and \( \text{Supp}(\cdot) \) denotes the support of an array. The simultaneous sparsity model has been used in a wide range of signal and image processing applications involving multiple dependent input signals. For example, multi measurement vectors (MMV) problems [3], [4], image fusion [5], [6], and anomaly detection [7], and blind source separation [8].

Problem (1) is non-convex and, in general, intractable in polynomial time. A common approach for addressing the SSA problem is convex relaxation using mixed-norms [2], [9]. For a matrix \( A \in \mathbb{R}^{R \times C} \), the mixed \( \ell_{p,q} \)-norm, \( p, q \geq 1 \), is defined as

\[
\|A\|_{p,q} = \left( \sum_{r=1}^R \|A(r, \cdot)\|_p^q \right)^{\frac{1}{q}}
\]

where \( A(r, \cdot) \) is the \( r \)-th row of \( A \), and \( \| \cdot \|_p \) denotes the \( p \)-norm of a vector. For example, the \( \ell_{2,1} \) and the \( \ell_{\infty,1} \)-norms have been used for addressing the SSA problem in [10] and [2], respectively. An unconstrained convex relaxation of (1) using the \( \ell_{2,1} \)-norm can be written as

\[
\min_X \frac{1}{2} \sum_{n=1}^N \|Dx_n - s_n\|_2^2 + \lambda \|X\|_{2,1},
\]

where \( X = [x_1 \cdots x_N] \). Solving (2) entails minimizing the \( \ell_2 \)-norm of the rows (enforcing dense rows) and the sum of the \( \ell_2 \)-norms of the rows (promoting all-zero rows) of \( X \). Thus, the resulting \( X \) is expected to be mostly zeros with only few non-zero and dense rows. This structure is referred to as row-sparse structure. A row-sparse structure with sparse rows can be enforced by embedding an additional \( \ell_1 \)-norm regularization term in the objective function of (2) [9]

\[
\min_X \frac{1}{2} \sum_{n=1}^N \|Dx_n - s_n\|_2^2 + \gamma_1 \sum_{n=1}^N \|x_n\|_1 + \gamma_2 \|X\|_{2,1},
\]

where \( \gamma_1 \geq 0 \) and \( \gamma_2 \geq 0 \) are the element-sparsity and row-sparsity regularization parameters, respectively.

In this paper, we extend the SSA problem to the convolutional sparse approximation (CSA) framework. Unlike its conventional counterpart, CSA allows local processing of large signals without first breaking them into vectorized overlapping blocks. Thus, it provides a global, single-valued, and shift-invariant model. Specifically, CSA uses a sum of convolutions instead of the matrix-vector product as in the standard sparse approximation model [11].

We first address the convolutional SSA (CSSA) problem with row-sparse structure using the \( \ell_{2,1} \)-norm regularization (the convolutional extension of problem (2)). Then, we discuss variations of the proposed method for solving problem (3) and SSA with \( \ell_{\infty,1} \)-norm regularization in the CSA framework. We use the alternating direction method of multipliers (ADMM) as a base optimization approach for solving the corresponding problems. We investigate convolutional dictionary learning (CDL), and coupled feature learning in multimodal data based on CSSA. We evaluate the proposed CSSA and CDL algorithms by applying them to the multifocus image fusion and
the near infrared (NIR) and visible light (VL) image fusion problems. Specifically, a novel NIR-VL image fusion method is proposed. MATLAB implementations of the proposed algorithms are available at https://github.com/FarshadGheshki/ConvSSA-IF.

II. CONVOLUTIONAL SIMULTANEOUS SPARSE APPROXIMATION

We aim to approximate the input signals \( s(n) \in \mathbb{R}^P, n = 1, \ldots, N \) using the sparse feature maps with identical supports \( X^{(n)} \in \mathbb{R}^{P \times K}, n = 1, \ldots, N \), and the dictionary \( D \in \mathbb{R}^{Q \times K} \). The columns of \( X^{(n)} \) and \( D \) are the convolutional SR elements and the convolutional filters, respectively. For simplicity, we consider the case where the input signals are one-dimensional arrays. The proposed method can be straightforwardly generalized to handling multi-dimensional arrays.

A. Problem Formulation

The CSSA problem is formulated as follows

\[
\min_{\{X^{(n)}\}_{n=1}^N} \frac{1}{2} \sum_{n=1}^N \left\| \sum_{k=1}^K D_k \ast X^{(n)} - s^{(n)} \right\|_2^2 + \lambda \sum_{n=1}^N \left\| X^{(n)} \right\|_{2,1}
\]

s.t. \( \text{Supp}(X^{(n)}) = \text{Supp}(X^{(n)}), \quad n = 1, \ldots, N \). \hspace{1cm} (4)

Using the \( \ell_{2,1} \)-norm, a convex relaxation of (4) can be written as

\[
\min_{\{X^{(n)}\}_{n=1}^N} \frac{1}{2} \sum_{n=1}^N \left\| \sum_{k=1}^K D_k \ast X^{(n)} - s^{(n)} \right\|_2^2 + \lambda \sum_{n=1}^N \left\| X^{(k)} \right\|_{2,1}
\]

where \( X^{(k)}(p, \cdot) = [X^{(1)}(p) \cdots X^{(N)}(p)], p = 1, \ldots, P \). \hspace{1cm} (5)

B. Optimization Procedure

The ADMM formulation of (5) can be written as

\[
\min_{\{X^{(n)}\}_{n=1}^N, Y^{(n)}} \frac{1}{2} \sum_{n=1}^N \left\| \sum_{k=1}^K D_k \ast Y^{(n)} - s^{(n)} \right\|_2^2 + \lambda \sum_{n=1}^N \left\| X^{(k)} \right\|_{2,1}
\]

s.t. \( X^{(n)} = Y^{(n)}, \quad n = 1, \ldots, N \). \hspace{1cm} (6)

Then the ADMM iterations are given as

\[
(Y^{(n)})^{i+1} = \arg\min_{Y^{(n)}} \frac{1}{2} \sum_{k=1}^K D_k \ast Y^{(n)} - s^{(n)} \right\|_2^2 + \frac{\rho}{2} \left\| Y^{(n)} - ((X^{(n)})^i + (U^{(n)})^i) \right\|_2^2, \quad n = 1, \ldots, N \]

\[
((X^{(n)})^{i+1})^+ = \arg\min_{(X^{(n)})_{n=1}^N} \sum_{k=1}^K \left\| X^{(k)} \right\|_{2,1}
\]

\[
+ \frac{\rho}{2} \sum_{n=1}^N \left\| (Y^{(n)})^{i+1} - (X^{(n)})^i + (U^{(n)})^i \right\|_F^2
\]

\[
(U^{(n)})^{i+1} = (Y^{(n)})^{i+1} - (X^{(n)})^i + (U^{(n)})^i, \quad n = 1, \ldots, N \}
\]

The mixed \( \ell_{2,1} \)-norm can be used for multi-dimensional input signal.
where $\mathcal{D} = \{ d \in \mathbb{R}^Q \mid \|d\|_2 \leq 1 \}$. Problem (14) is a standard CDL problem and can be addressed using available batch [11] or online [12] CDL methods. Batch CDL requires all training data to be available at once, while online CDL is useful when the training samples are observed sequentially over time. Online CDL is also more computationally efficient when the total number of training samples (here $T \times N$) is larger than the number of filters in the dictionary (here $K$) [12].

**Convolutional Feature Learning in Multimodal Data**

If the input signals are multimodal and the order of modalities is fixed in all $T$ sets of training samples, we can extend the CDL problem (14) to learning multimodal convolutional dictionaries. This can be formulated as

\[
\min_{\{D^{(n)}\}_{n=1}^{N}} \sum_{t=1}^{T} \sum_{n=1}^{N} \| \sum_{k=1}^{K} D^{(n)}_{k} \ast X^{(t,n)} - s^{(t,n)} \|_2^2
\]

s.t. $D^{(n)}_{k} \in \mathcal{D}, k = 1, \ldots, K, n = 1, \ldots, N,$

where $s^{(n)}$ can be addressed as $N$ separate CDL problems. Problem (15) can be interpreted as learning correlated (coupled) features in multimodal data using the corresponding filters in the multimodal dictionaries $(D^{(n)}_{k})_{n=1}^{N}$.

**IV. NIR-VL IMAGE FUSION BASED ON CSSA**

The NIR images are characterized by high contrast resolutions, for example, in capturing vegetation scenes and imaging in low-visibility atmospheric conditions such as fog or haze [16]. Based on these characteristics, the NIR images are used for enhancing outdoor VL images. In this section, we propose a NIR-VL image fusion method based on CSSA and CDL. The CSSA is performed using both $\ell_1$ and $\ell_{2,1}$ regularizations and also multimodal dictionaries. The steps of the proposed method for the fusion of a pair of NIR and VL images (denoted as $s_h$ and $s_v$, respectively) of the same sizes are explained as follows.

Since the NIR images are presented in greyscale, they can be fused with the intensity components of the VL images which are usually available in the RGB (red-green-blue) format. Hence, in the first step, the VL image is converted to a color space (e.g., YCbCr), where the intensity (greyscale) component, denoted by $s_{v,\hat{g}}$, is isolated from the color components of the image. Next, $s_h$ and $s_{v,\hat{g}}$ are decomposed into their low-resolution components $s_h^b$ and $s_{v,\hat{g}}^b$, and high-resolution components $s_h^h$ and $s_{v,\hat{g}}^h$, for example, using low-pass filtering (more details are given in Subsection V-B).

Using the proposed CSSA method and a pair of pre-learned multimodal NIR-VL dictionaries (denoted as $D^h$ and $D^v$), the convolutional SRs $X^h$ and $X^v$ are obtained for $s_h^b$ and $s_{v,\hat{g}}^b$, respectively. The convolutional SRs are fused using the max-absoluto-value fusion rule. This can be formulated as follows

\[
F^v_h(i,j) = \begin{cases} 
X^v_h(i,j), & \text{if } |X^v_h(i,j)| \geq |X^h_h(i,j)| \\
0, & \text{otherwise}
\end{cases}
\]

\[
F^h_v(i,j) = \begin{cases} 
X^h_v(i,j), & \text{if } |X^h_v(i,j)| > |X^v_h(i,j)| \\
0, & \text{otherwise}
\end{cases}
\]
method of [11]. The results obtained using different values of the sparsity regularization parameters are summarized in Table I. As can be seen, the unstructured CSA leads to considerable overlaps between the supports of the convolutional SRs, indicating the fact that CSA with no structure cannot effectively capture the existing correlations between the input images. The CSSA method with $\ell_2,1$ regularization (CSSA-1) results in convolutional SRs with identical supports (100% overlap). However, the imposed structure leads to lower sparsity in the SRs and higher approximation errors.

CSSA using $\ell_1$ and $\ell_2,1$ regularizations (CSSA-2a) allows to relax the identical supports constraint. Specifically, the use of a larger element-sparsity parameter $\gamma_1$ allows for a smaller overlap between the supports of the SRs. This approximation model is more appropriate when the correlated input signals can contain (or lack) specific features. For example, in NIR-VL images, some details are visible only in one of the input images. This model can be also extended to learn the nonlinear local relationships in the multimodal data in terms of a set of multimodal dictionaries (CSSA-2b). The results in Table I show that the use of multimodal dictionaries leads to considerably more accurate approximations while achieving SRs with the same level of sparsity compared to the case where a single dictionary is used for both modalities.

### B. NIR-VL Image Fusion Results

We benchmark the performance of the proposed NIR-VL image fusion method by comparing our results with those obtained using the fusion method of [16]. There are 51 pairs of outdoor NIR-VL images labeled as “country” in the RGB-NIR Scene dataset. We use 10 pairs of these images for CDL, and the remainder 41 images are used as the test dataset. The CSSA is performed using parameters $\rho = 10$, $\gamma_1 = 0.001$ and $\gamma_2 = 0.01$. The lowpass filtering is performed using the lowpass function from the SPORCO library [20] with the regularization parameter of 5.

Fig. 2 shows the fusion results for the NIR-VL images in Fig. 1. The average objective evaluation results obtained for the entire test dataset are reported in Table II. As it can be seen in Fig. 2, the proposed fusion method achieves higher contrast resolutions, which is also reflected in larger entropy, spatial frequency, and edge intensity values in Table II. However, method of [16] results in better SSIM and PSNR. This can be explained by the fact that in the proposed method, the fused images are reconstructed from sparse approximations, while the original pixel values are used in [16].

### C. Multifocus Image Fusion

In this section, we modify the multifocus image fusion method of [17] to incorporate CSSA instead of using unconstrained CSA and compare the resulting performances. The test dataset contains 10 pairs of multifocus images (different from

### Table I: Comparison of the convolutional SRs of the multimodal images in Fig. 1 obtained using the (unstructured) CSA and CSSA methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.0159</td>
<td>2.92%</td>
<td>4.2326</td>
<td>0.0345</td>
<td>100%</td>
<td>2.5245</td>
<td>0.0209</td>
<td>33.52%</td>
<td>6.5948</td>
</tr>
<tr>
<td>0.01</td>
<td>0.0094</td>
<td>4.48%</td>
<td>40.2714</td>
<td>0.0181</td>
<td>100%</td>
<td>36.7564</td>
<td>0.0165</td>
<td>87.66%</td>
<td>40.9878</td>
</tr>
<tr>
<td>0.05</td>
<td>0.0038</td>
<td>4.22%</td>
<td>148.9280</td>
<td>0.0074</td>
<td>100%</td>
<td>137.0919</td>
<td>0.0091</td>
<td>37.61%</td>
<td>72.8397</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0020</td>
<td>4.33%</td>
<td>241.0831</td>
<td>0.0040</td>
<td>100%</td>
<td>221.8418</td>
<td>0.0030</td>
<td>98.57%</td>
<td>223.7290</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0001</td>
<td>1.14%</td>
<td>657.2492</td>
<td>0.0004</td>
<td>100%</td>
<td>625.3224</td>
<td>0.0034</td>
<td>87.96%</td>
<td>240.1183</td>
</tr>
</tbody>
</table>

(a) The method of [16]  
(b) CSSA

Fig. 2: Visible light and near infrared image fusion results.
the training dataset) and 4 sets of triple multifocus images. The CSSA is performed using only the $\ell_1$-norm regularization with parameters $\rho = 10$ and $\lambda = 0.01$. The method of [17] uses the max-$\ell_1$-norm rule for fusing the convolutional SRs. In the modified fusion method, we fuse the convolutional SRs (with identical supports) using the elementwise maximum absolute value rule to generate the fused convolutional SRs. All other steps of the two algorithms are identical. The obtained fusion results show that the use of CSSA leads to considerable improvements in terms of higher contrast resolutions and better fusion of multifocus edges (boundaries where one side is in-focus and the other side is out of focus). Fig. 3 shows an example of fusion results obtained using the two methods. The objective evaluation results in Table II also indicate that CSSA improves on the overall performance of the CSA-based multifocus image fusion method of [17].

Table II: Average objective evaluation results using different methods. The best results are shown in bold.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EN</td>
<td>7.4273</td>
<td>7.4371</td>
</tr>
<tr>
<td>SF</td>
<td>16.6709</td>
<td>16.8536</td>
</tr>
<tr>
<td>EI</td>
<td>60.6051</td>
<td>61.9919</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.8491</td>
<td>0.8498</td>
</tr>
<tr>
<td>PSNR</td>
<td>27.8952</td>
<td>27.5893</td>
</tr>
</tbody>
</table>

Table II: Average objective evaluation results using different methods. The best results are shown in bold.

Fig. 3: Multifocus image fusion results.

VI. CONCLUSION

Algorithms for convolutional simultaneous sparse approximation with different sparsity structures based on the alternating direction method of multipliers have been proposed. We have evaluated the effectiveness of the proposed methods by using them in two different categories of image fusion problems and compared the obtained results with those of existing image fusion methods. In particular, a novel near infrared and visible light image fusion method based on convolutional simultaneous sparse approximation has been proposed.
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EFFICIENT ONLINE CONVOLUTIONAL DICTIONARY LEARNING USING APPROXIMATE SPARSE COMPONENTS
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ABSTRACT

Most available convolutional dictionary learning (CDL) methods use a batch-learning strategy, which consists of alternating optimization of the dictionary and the sparse representations using a training dataset. The computational efficiency of CDL can be improved using an online-learning approach, where the dictionary is optimized incrementally following a sparse approximation of each training sample. However, the existing online CDL (OCDL) methods are still computationally costly when learning large dictionaries. In this paper, we propose an OCDL approach that incorporates decomposed sparse approximations instead of the training samples and substantially improves the computational costs of the existing CDL methods. The resulting optimization problem is addressed using the alternating direction method of multipliers (ADMM).

1. INTRODUCTION

Sparse representations have been widely used in various signal processing and machine learning applications [1–6]. In this model, a signal is approximated using a product of a matrix, called dictionary, and a vector with only a few non-zero entries, i.e., a sparse representation vector. In the context of sparse representations, dictionary learning refers to the process of finding a dictionary that leads to sparser representations and more accurate approximations for a large collection of data [7–10].

Convolutional sparse representations (CSRs) provide a shift-invariant model that can be applied to the entire high-dimensional image [11, 12]. In the CSR model, the signal $s \in \mathbb{R}^P$ is approximated using a sum of convolutions of the dictionary filters $\{d_k \in \mathbb{R}^m\}_{k=1}^K$ and convolutional sparse representations $\{x_k \in \mathbb{R}^P\}_{k=1}^K$, i.e., using $s = \sum_{k=1}^K d_k * x_k$, where $*$ is the convolution operator. The convolutional dictionary learning (CDL) problem is commonly addressed using alternating optimization with respect to the CSRs and the dictionary filters using a training dataset [13–17]. This approach is referred to as batch CDL. Optimization of the dictionary filters over a batch of $N$ samples $\{s^n \in \mathbb{R}^P\}_{n=1}^N$ can be formulated as

$$\minimize_{\{d_k\}_{k=1}^K} \frac{1}{2N} \sum_{n=1}^N \left\| \sum_{k=1}^K d_k * x_k^n - s^n \right\|_2^2 + \sum_{k=1}^K \Omega(d_k), \quad (1)$$

where $\| \cdot \|_2$ represents the Euclidean norm of a vector and $\Omega(\cdot)$ is the indicator function associated with the constraint on the dictionary filters, that is,

$$\Omega(d) = \begin{cases} 0, & \text{if } \|d\|_2 \leq 1 \\ \infty, & \text{otherwise} \end{cases}.$$

When the number of training samples $N$ is large, batch CDL becomes extremely computationally expensive. The state-of-the-art batch CDL algorithms have a space (memory) complexity of $O(KNP)$. The computational efficiency of CDL can be improved using an online-learning approach, where the dictionary is optimized incrementally after sparse approximation of each training sample [18–20]. The online CDL (OCDL) methods are also useful when the data is observed gradually over time. Available OCDL methods have achieved a space complexity of $O(K^2P)$ which is independent from the number of the data samples. Nevertheless, the computational costs of these methods can be still excessively large when learning large dictionaries or using high-dimensional data samples.

This paper proposes a novel OCDL method that substantially improves the computational efficiency of the state-of-the-art algorithms. The space complexity of the proposed method is of $O(KP)$. In particular, an approximate sparse components decomposition is used to decentralize the CDL problem with respect to the convolutional filters.

2. BACKGROUNDS

The most efficient solutions to the CDL problem are based on the convolution theorem [16–19]. In the frequency (Fourier) domain, problem (1) can be reformulated as

$$\minimize_{\{d_k\}_{k=1}^K} \frac{1}{2NP} \sum_{n=1}^N \left\| \sum_{k=1}^K \hat{d}_k \odot \hat{x}_k^n - \hat{s}^n \right\|_2^2 + \sum_{k=1}^K \Omega(d_k), \quad (2)$$

1Computational efficiency accounts for overall algorithmic complexities in terms of both time and space.
where $\hat{\cdot}$ denotes the discrete Fourier transform (DFT) and $\odot$ is the elementwise multiplication operator. The filters $\{d_k\}_{k=1}^K$ are zero-padded prior to DFT to be of the same size as the CSRs. By defining $\delta_p \triangleq [d_1(p), \ldots, d_K(p)]^T$ and $\zeta^N_p \triangleq [\hat{d}_1^N(p), \ldots, \hat{d}_K^N(p)]^T$, problem (2) can be rewritten as

$$\begin{align*}
\min_{\{d_k\}^{K}_{k=1}} & \frac{1}{2NP} \sum_{p=1}^{P} \sum_{n=1}^{N} \| \zeta^N_p \hat{\cdot} \delta_p - \hat{s}^N(p) \|^2 + \sum_{k=1}^{K} \Omega(d_k), \\
\end{align*}$$

where $(\cdot)^T$ denotes the non-conjugate transpose operator. Efficient solutions to problem (3) have been proposed based on ADMM and the fast iterative shrinkage-thresholding algorithm (FISTA) [18, 19]. The time and the space complexities of these algorithms are both of $O(KNP)$.

An online reformulation of problem (3) can be written as [18, 19]

$$\begin{align*}
\min_{\{d_k\}^{K}_{k=1}} & \frac{1}{2} \sum_{p=1}^{P} \sum_{n=1}^{N} \| \delta_p - \hat{s}^N(p) \|^2 + \sum_{k=1}^{K} \Omega(d_k), \\
\end{align*}$$

where $(\cdot)^H$ denotes the Hermitian transpose, and the history arrays $A^N_p \in \mathbb{R}^{N \times K}$ and $b^N_p \in \mathbb{R}^K$, $p = 1, \ldots, P$, are defined as $A^N_p \triangleq \frac{1}{NP} \sum_{n=1}^{N} (\zeta^N_p)^*(\zeta^N_p)^T$, $b^N_p \triangleq \frac{1}{NP} \sum_{n=1}^{N} \hat{s}^N(p)^* \zeta^N_p$, with $(\cdot)^*$ representing the elementwise complex-conjugate of an array. The history arrays can be updated incrementally after observing each data sample and its sparse representations. The update rules are written as

$$\begin{align*}
A^N_p &= \frac{1}{NP} (\zeta^N_p)^*(\zeta^N_p)^T + \frac{1}{NP} A^N_{p-1}, \quad p = 1, \ldots, P, \\
b^N_p &= \frac{1}{NP} \hat{s}^N(p)^* \zeta^N_p + \frac{1}{NP} b^N_{p-1}, \quad p = 1, \ldots, P,
\end{align*}$$

where $A^0_p$ and $b^0_p$ are initialized using zero arrays. In OCDL, the dictionary filters are optimized by solving problem (4) once updated history arrays are available. In this way, the space complexity of OCDL is reduced to $O(KP^2)$. The state-of-the-art OCDL algorithms have a time complexity of $O(K^2NP)$ [18,19].

3. THE PROPOSED METHOD

The proposed method entails compressing the old (already processed once CDL-wise) data samples and their CSRs in a pair of compact history arrays which are used for regularizing the optimization of the dictionary with respect to the new data sample and its CSRs ($s^N$ and $\{x_k^N\}_{k=1}^K$). Hence, the CDL problem (1) is rewritten as

$$\begin{align*}
\min_{\{d_k\}^{K}_{k=1}} & \frac{1}{2NP} \sum_{k=1}^{K} \| d_k \ast x_k^N - s^N \|^2 + \sum_{k=1}^{K} \Omega(d_k), \\
+ & \frac{1}{2NP} \sum_{n=1}^{N} \sum_{k=1}^{K} \| d_k \ast x_k^N - s^N \|^2 + \sum_{k=1}^{K} \Omega(d_k).
\end{align*}$$

In OCDL, the CSRs are calculated only once. Thus, the best achievable approximations of the data samples $\{s^n\}_{n=1}^N$ can be calculated as $\hat{t}^n = \sum_{k=1}^{K} c_k^n \ast x_k^N$, $n = 1, \ldots, N-1$, where $\{c_k^n\}_{k=1}^K$ is the optimal dictionary for the single data sample $s^n$ with CSRs $\{x_k^N\}_{k=1}^K$. It can be found by solving

$$\begin{align*}
\arg \min_{\{c_k^n\}_{k=1}^K} & \frac{1}{2} \sum_{k=1}^{K} \| d_k \ast x_k^N - s^N \|^2 + \sum_{k=1}^{K} \Omega(d_k).
\end{align*}$$

Problem (7) can be efficiently addressed (with complexity of $O(KP^2)$) using the existing CDL algorithms. The solution to (6) can be then approximated by replacing the original data samples $\{s^n\}_{n=1}^N$ with their best achievable approximations $\{\hat{t}^n\}_{n=1}^{N-1}$. This leads to the following optimization problem

$$\begin{align*}
\min_{\{d_k\}^{K}_{k=1}} & \frac{1}{2NP} \sum_{k=1}^{K} \| d_k \ast x_k^N - s^N \|^2 + \frac{1}{2NP} \sum_{n=1}^{N} \sum_{k=1}^{K} \| d_k \ast x_k^N - t^n \|^2 + \sum_{k=1}^{K} \Omega(d_k).
\end{align*}$$

3.1. CDL Based on Approximate Sparse Components

We further approximate the solution to problem (8) using the following optimization problem

$$\begin{align*}
\min_{\{d_k\}^{K}_{k=1}} & \frac{1}{2} \sum_{k=1}^{K} \| d_k \ast x_k^N - s^N \|^2 + \frac{1}{2NP} \sum_{n=1}^{N} \sum_{k=1}^{K} \| d_k \ast x_k^N - t^n \|^2 + \sum_{k=1}^{K} \Omega(d_k),
\end{align*}$$

where the approximate sparse components (ASCs) are calculated using $\hat{t}^n_k = c^n_k \ast x_k^N$. To demonstrate an approximate equivalency between (8) and (9), we need to show that the second quadratic terms in the two problems are approximately equal. Let us denote the approximation residuals of ASCs in (9) as $r_k^n = d_k \ast x_k^n - \hat{t}^n_k$. We also denote the approximation residuals of $\{t^n\}_{n=1}^{N-1}$ in (8) as $r^n = \sum_{k=1}^{K} d_k \ast x_k^n - t^n$. Then, we have

$$\begin{align*}
\frac{1}{2} \| r^n \|^2 &= \frac{1}{2} \left[ \sum_{k=1}^{K} \| r_k^n \|^2 + \sum_{k=1}^{K} \sum_{l=1}^{K} \| r_k^n \|^2 \right] = \frac{1}{2} \left[ \sum_{k=1}^{K} \| r_k^n \|^2 + \sum_{k=1}^{K} \sum_{l=1}^{K} (r_k^n)^T r_l^n \right].
\end{align*}$$

Since the squared Euclidean norms of the approximation residuals are minimized in (9), we can assume that residuals $r_k^n$ have zero mean Gaussian distributions. Moreover, since the approximation of ASCs is addressed using separate terms with no couplings in the objective function of (9), we can assume that $\{r_k^n\}_{k=1}^{K}$ are statistically independent. Based on

3This is a standard assumption made based on the fact that minimization of squared Euclidean norm of the residuals is equivalent to maximum likelihood estimation when the residuals are assumed to be zero mean Gaussian distributed. See [8, Sec. 3.3.B], for example.
the aforementioned assumptions, the term $r_2$ can be disregarded in (10) (because it involves a sum of inner products of uncorrelated zero mean variables). Thus, we can use the following approximation

$$\frac{1}{2} \|r_n\|^2 \approx \frac{1}{2} \sum_{k=1}^K \|r_{nk}\|^2.$$  \hspace{1cm} (11)

Note that the two sides of the approximation in (11) are the second quadratic terms in (8) and (9). For example, if we assume that the entries of $r^n_k$, $k = 1, \ldots, K$, are independent and identically distributed Gaussian random variables with zero mean and variance $\sigma^2_r$, then the value of $r_1$ (see (10)) has a generalized chi-squared distribution with mean $\mu_{r_1} = 2KP\sigma_2^2$ and variance $\sigma^2_{r_2} = 4KP\sigma_2^4$ (here, note that $\sigma_{r_1}$ is considerably smaller than $\mu_{r_1}$, which means that $r_1$ is expected to be centered around its mean value). Based on the same assumption, it can be also shown that the value of $r_2$ has a Gaussian distribution with zero mean and variance $\sigma^2_{r_2} = K(1-P)\sigma^2_r/2$. This ensures that the standard deviation of $r_2$ is drastically smaller than the expected value of $r_1$, specifically, $\sigma_{r_2} < \mu_{r_1}/\sqrt{2\pi}$. This means, for example, for a small image of size $128 \times 128$ pixels ($2\sqrt{2}P = 362.0387$), that $r_2 < \frac{1}{180}$ with a probability larger than 95%.

3.2. Problem Formulation

In this section, we recast problem (9) as an OCDL problem. In the Fourier domain, problem (9) can be reformulated as

$$\min_{\{d_n\}_{k=1}^K} \frac{1}{2NP}\left(\sum_{k=1}^K \|\hat{d}_k \odot \hat{x}^N_k - \hat{s}^N_k\|^2 + \sum_{n=1}^{N-1} \sum_{k=1}^K \|d_k \odot \hat{x}^N_k - \hat{t}^N_k\|^2 + \sum_{k=1}^K \Omega(d_k)\right),$$

and then rewritten as

$$\min_{\{d_n\}_{k=1}^K} \frac{1}{2NP}\left(\sum_{p=1}^P \|c^N_p \odot \hat{\delta}_p - \hat{s}^N(p)\|^2 + \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right)$$

$$+ \frac{1}{2NP}\left(\sum_{p=1}^P \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right),$$

with history arrays $\alpha^N_p \in \mathbb{R}^K$ and $\beta^N_p \in \mathbb{R}^K$, $p = 1, \ldots, P$, defined as

$$\alpha^N_p \triangleq \frac{1}{(N+1)} \sum_{n=1}^{N} \xi^N_n \odot (\psi^N_n)^{\ast}, \quad \beta^N_p \triangleq \frac{1}{(N+1)} \sum_{n=1}^{N} (\tau^N_p)^{\ast} \odot \psi^N_n,$$

where $\tau^N_p \triangleq [\hat{t}_1^N(p), \ldots, \hat{t}_K^N(p)]^T$. The incremental updates for the history arrays are given by

$$\alpha^N_p = \frac{1}{(N+1)} \xi^N_n \odot (\psi^N_n)^{\ast} + \frac{N}{N + 1} \alpha^{N-1}_p, \quad \beta^N_p = \frac{1}{(N+1)} (\tau^N_p)^{\ast} \odot \psi^N_n + \frac{N}{N + 1} \beta^{N-1}_p.$$  \hspace{1cm} (12)

3.3. Optimization Procedure

We address problem (12) using the ADMM approach. The ADMM formulation of problem (12) can be written as

$$\min_{\{d_n\}_{k=1}^K} \frac{1}{2NP}\left(\sum_{p=1}^P \|c^N_p \odot \hat{\delta}_p - \hat{s}^N(p)\|^2 + \sum_{p=1}^P \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right)$$

$$+ \frac{1}{2NP}\left(\sum_{p=1}^P \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right),$$

$$+ \frac{1}{2NP}\left(\sum_{p=1}^P \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right) + \sum_{k=1}^K \Omega(g_k) \quad \text{s.t.} \quad d_k = g_k, \forall k.$$  \hspace{1cm} (13)

The ADMM iterations are then given as

$$\left\{ (d_n)_{k=1}^K \right\}_{t+1} = \arg \min_{\{d_n\}_{k=1}^K} \frac{1}{2NP}\left(\sum_{p=1}^P \|c^N_p \odot \hat{\delta}_p - \hat{s}^N(p)\|^2 + \sum_{p=1}^P \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right)$$

$$+ \frac{1}{2NP}\left(\sum_{p=1}^P \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right) + \sum_{k=1}^K \Omega(g_k) \quad \text{s.t.} \quad d_k = g_k, \forall k.$$  \hspace{1cm} (13)

$$\left\{ (g_k)_{k=1}^K \right\}_{t+1} = \arg \min_{\{g_k\}_{k=1}^K} \frac{1}{2NP}\left(\sum_{p=1}^P \|c^N_p \odot \hat{\delta}_p - \hat{s}^N(p)\|^2 + \sum_{p=1}^P \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right)$$

$$+ \frac{1}{2NP}\left(\sum_{p=1}^P \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right) + \sum_{k=1}^K \Omega(g_k) \quad \text{s.t.} \quad d_k = g_k, \forall k.$$  \hspace{1cm} (14)

where $\rho > 0$ is the penalty parameter and $\{h_k\}_{k=1}^K$ are the scaled Lagrangian variables.

3.3.1. The d-update step

Defining $(w_k)^t \triangleq (g_k)^t - (h_k)^t$, $k = 1, \ldots, K$, and $\omega_p \triangleq [\hat{w}_1(p), \ldots, \hat{w}_K(p)]^T$, the solution to update (13) can be obtained by solving $P$ separate problems

$$\min_{\{d_n\}_{k=1}^K} \frac{1}{2NP}\left(\sum_{p=1}^P \|c^N_p \odot \hat{\delta}_p - \hat{s}^N(p)\|^2 + \sum_{p=1}^P \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right)$$

$$+ \frac{1}{2NP}\left(\sum_{p=1}^P \sum_{p=1}^P \alpha_{p}^{N-1} \odot \hat{\delta}_p - \hat{b}^N_p \right) + \sum_{k=1}^K \Omega(g_k) \quad \text{s.t.} \quad d_k = g_k, \forall k.$$  \hspace{1cm} (15)

Based on the Sherman-Morrison formula, (15) can be efficiently solved with complexity of $O(K)$ as

$$\langle \hat{d}^t \rangle_{p=1}^P = \left(\gamma_p - \frac{\tau^2_p \odot \xi^2_p \odot \psi^2_p}{N + \sum_{k=1}^K \xi^2_p(k)\gamma_p(k)}\right)$$

$$\odot \left(\frac{1}{N} \hat{\psi}^N_p \ast \hat{s}^N(p) + (\beta^N_p)^{-1} \ast p(\omega_p)^t\right),$$

with $\gamma_p = (\rho + \alpha^N_p)^{-1}$, where $(\cdot)^t$ denotes elementwise exponentiation to the power of $t$. After finding $\langle \{d_k\}_{k=1}^K \rangle_{t+1}^t$, the filters $\{d_k\}_{k=1}^K$ are found using an inverse DFT.

3.3.2. The g-update step

Problem (14) is addressed simply by projecting $(d_k)^t_{t+1} + (h_k)^t$ on to the unit ball after mapping the entries outside the support to zero (recall that the filters are zero padded).
4. EXPERIMENTAL RESULTS

Compared methods: We compare our algorithm to the following state-of-the-art OCDL methods: the method of [18], which is based on ADMM and uses the iterative Sherman-Morrison formula for updating the history arrays (the ISM method); the frequency-domain-based OCDL method proposed in [19] which is based on FISTA (the FISTA method). We set the maximum number of iterations to 200 in all algorithms. We use convolutional filters of size $8 \times 8$ in all experiments. In all algorithms, the CSRs are obtained using the method of [17]. The experiments using the Flowers and SIPI datasets use $\lambda = 0.01$ and $\lambda = 0.1$, respectively. To reduce the statistical dependencies on the initial dictionaries and the order of appearance of the images, experiments are repeated 5 times using different random generator seeds and the average and standard deviation values are reported. All algorithms are implemented using MATLAB. All experiments are conducted on a PC equipped with an Intel(R) Core(TM) i5-8365U 1.60GHz CPU and 16GB memory.

Datasets: the experiments are conducted using two datasets:

- SIPI: 37 random images of size $256 \times 256$ taken from the USC-SIPI database [21]. The training and test datasets contain 32 and 5 images, respectively.
- Flowers: 210 images of flowers of size $200 \times 200$ taken from Oxford Flower Datasets [22]. The training and test datasets contain 200 and 10 images, respectively.

The original images are converted to grey-scale and resized. Conventionally, the images used for CDL are high-pass filtered [11, 16, 19]. In our experiments, the low frequency components of all images are removed using the lowpass function of the SPORCO toolbox [23] with a regularization parameter of 10.

Comparison criteria: The methods are compared using peak signal to noise ratio (PSNR) of the reconstructed images and the average objective functional values (fval). In addition, the evolution of the test functional values using the dictionaries learned by different methods are compared.

4.1. Performance Comparisons

Table 1 reports the objective functional values and the PSNR results obtained using the methods tested for datasets SIPI and Flowers. As can be seen, the proposed method results in the best performance in terms of both the smallest objective functional values, which shows the effectiveness of the proposed optimization method of solving the CDL problem, and the largest PSNR values, which indicates more accurate reconstructed images. More significant improvements obtained by the proposed method can be observed in our results for larger dataset Flowers, where the proposed method results in significantly shorter training times.

As in [18] and [19], the performances of the learned dictionaries are compared based on their effects on the evolution of objective functional values over the test datasets. The results presented in Fig. 1 show that the proposed method leads to the best performance.

Table 1: The results obtained using the SIPI dataset with $K = 32$, and the Flowers dataset with $K = 64$ and $K = 128$. The best results are shown in bold.

<table>
<thead>
<tr>
<th>Methods</th>
<th>test fval (SIPI, $K = 32$)</th>
<th>test PSNR (SIPI, $K = 32$)</th>
<th>training runtime (SIPI, $K = 32$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISM</td>
<td>$96.62 \pm 0.12$</td>
<td>$30.46 \pm 0.05$</td>
<td>$1044 \pm 17$</td>
</tr>
<tr>
<td>FISTA</td>
<td>$96.09 \pm 0.36$</td>
<td>$30.23 \pm 0.05$</td>
<td>$2518 \pm 157$</td>
</tr>
<tr>
<td>proposed</td>
<td>$93.18 \pm 0.69$</td>
<td>$31.10 \pm 0.05$</td>
<td>$986 \pm 25$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flowers ($K = 64$)</th>
<th>test fval (Flowers, $K = 64$)</th>
<th>test PSNR (Flowers, $K = 64$)</th>
<th>training runtime (Flowers, $K = 64$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISM</td>
<td>$5.35 \pm 0.02$</td>
<td>$43.88 \pm 0.06$</td>
<td>$8053 \pm 38$</td>
</tr>
<tr>
<td>FISTA</td>
<td>$5.19 \pm 0.01$</td>
<td>$44.44 \pm 0.02$</td>
<td>$7117 \pm 635$</td>
</tr>
<tr>
<td>proposed</td>
<td>$4.71 \pm 0.01$</td>
<td>$47.57 \pm 0.03$</td>
<td>$6041 \pm 24$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flowers ($K = 128$)</th>
<th>test fval (Flowers, $K = 128$)</th>
<th>test PSNR (Flowers, $K = 128$)</th>
<th>training runtime (Flowers, $K = 128$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISM</td>
<td>$5.31 \pm 0.01$</td>
<td>$42.72 \pm 0.03$</td>
<td>$31302 \pm 156$</td>
</tr>
<tr>
<td>FISTA</td>
<td>$5.15 \pm 0.03$</td>
<td>$43.32 \pm 0.06$</td>
<td>$20364 \pm 2657$</td>
</tr>
<tr>
<td>proposed</td>
<td>$4.67 \pm 0.01$</td>
<td>$45.42 \pm 0.10$</td>
<td>$14417 \pm 99$</td>
</tr>
</tbody>
</table>

Fig. 1: Evolution of test functional values for dictionaries learned using different methods.

5. CONCLUSIONS

An efficient online convolutional dictionary learning (OCDL) method has been presented. The proposed method is based on a novel formulation of the CDL problem that incorporates approximate sparse decomposition of training data samples. The proposed formulation assumes that the residuals of the approximate sparse components are statistically independent. The proposed algorithm substantially improves the space and time complexities of the state-of-the-art CDL algorithms. Experimental evaluations demonstrate that the proposed method outperforms the existing OCDL algorithms.
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Abstract—Most existing convolutional dictionary learning (CDL) algorithms are based on batch learning, where the dictionary filters and the convolutional sparse representations are optimized in an alternating manner using a training dataset. When large training datasets are used, batch CDL algorithms become prohibitively memory-intensive. An online-learning technique is used to reduce the memory requirements of CDL by optimizing the dictionary incrementally after finding the sparse representations of each training sample. Nevertheless, learning large dictionaries using the existing online CDL (OCDL) algorithms remains highly computationally expensive. In this paper, we present a novel approximate OCDL method that incorporates sparse decomposition of the training samples. The resulting optimization problems are addressed using the alternating direction method of multipliers. Extensive experimental evaluations using several image datasets show that the proposed method substantially reduces computational costs while preserving the effectiveness of the state-of-the-art OCDL algorithms.

Index Terms—Convolutional sparse coding, online convolutional dictionary learning.

I. INTRODUCTION

Sparse representations have become increasingly prevalent as a result of their wide use in diverse applications such as signal and image processing, machine learning, and computer vision [1]–[4]. The sparse representation model approximates a signal using a product of a matrix called a dictionary and a vector that only has a few non-zero entries (sparse representation). There are numerous applications where the use of the sparse representation model coupled with a learned dictionary results in remarkably improved performance. A learned dictionary aims to produce sparser representations and more accurate approximations of its domain signals [5]–[7].

Typically, dictionary learning and sparse approximation are used to extract local patterns and features from high-dimensional signals (such as images). Therefore, a prior decomposition of the original signals into vectorized overlapping blocks is usually required (e.g., patch extraction in image processing). However, relations between neighboring blocks are ignored, which results in multi-valued sparse representations and dictionaries composed of similar (shifted) atoms.

Convolutional sparse coding (CSC) provides a single-valued and shift-invariant model for describing high-dimensional signals [8]–[11]. This model replaces the matrix-vector product used in the standard sparse approximation by a sum of convolutions of dictionary filters \( \{d_k \in \mathbb{R}^m\}_{k=1}^K \) and convolutional sparse representations (CSRs) \( \{x_k \in \mathbb{R}^P\}_{k=1}^K \) (also called sparse feature maps). The convolutional sparse approximation problem can be formulated as follows

\[
\text{minimize } \frac{1}{2} \sum_{k=1}^K d_k * x_k - s \|_2^2 + \lambda \sum_{k=1}^K \|x_k\|_1, \tag{1}
\]

where \( s \in \mathbb{R}^P \) is the signal, \( \lambda > 0 \) is the regularization parameter that controls the sparsity of the representations, \( * \) denotes the convolution operator (here, with “same” padding), and \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \) represent the \( \ell_1 \)-norm and the Euclidean norm of a vector, respectively.

The convolutional dictionary learning (CDL) problem is typically addressed using a batch approach in which the sparse representations and the dictionary filters are optimized alternately (batch CDL) [11]–[17]. The following is the formulation of the dictionary optimization problem over a batch of \( N \) training signals \( \{s^n \in \mathbb{R}^P\}_{n=1}^N \),

\[
\text{minimize } \sum_{n=1}^N \sum_{k=1}^K \|d_k * x^n_k - s^n\|_2^2 + \sum_{k=1}^K \Omega(d_k), \tag{2}
\]

where \( \Omega(\cdot) \) represents the indicator function of the constraint set for the dictionary filters, that is,

\[
\Omega(d) = \begin{cases} 0, & \text{if } \|d\|_2 \leq 1 \\ \infty, & \text{otherwise}. \end{cases}
\]

The existing batch CDL methods require access to all training signals and their CSRs at once. As a result, memory of the order of \( NPK \) is required [18], which can be extremely expensive when using large training datasets, i.e., when \( N \gg K \). It is reminded that \( K \) is the number of dictionary filters, \( N \) is the number of training signals (the batch size), and \( P \) is the dimension of the training signals, for example, the number of pixels in an image (usually \( P \gg K \) and \( P \gg N \)). The memory requirement of CDL can be reduced using an online-learning approach, where the dictionary is optimized incrementally after observing each training signal and finding its sparse representations [7]. The online CDL (OCDL) methods are also useful when the training signals are not available all at once, but they are observed gradually over time. The state-of-the-art OCDL methods have achieved memory requirements of the order of \( K^2 P \) [19], [20], which is independent of the number of training signals. Nevertheless, when learning large dictionaries or using high-dimensional signals, these methods can still incur excessive computational costs.

This paper presents a novel approximate OCDL method that significantly improves the computational efficiency of
the state-of-the-art algorithms while providing competitive performance compared to the existing methods. As a result, we propose a method that requires a memory of the order of $KP$ only. More specifically, our method approximates the OCDL problem by minimizing an upper bound of the objective function, where the dictionary optimization problem is decentralized with respect to the convolutional filters. We then solve the resulting optimization problem using the alternating direction method of multipliers (ADMM). MATLAB implementations of the proposed algorithms are available at https://github.com/FarshadGheshki/Approximate-Online-Convolutional-Dictionary-Learning.

The rest of the paper is organized as follows. Section II briefly reviews CDL in the Fourier domain. The proposed CDL method and derivation of the algorithms are presented in detail in Section III. Thorough experimental evaluation results in terms of convergence properties and reconstruction accuracy based on multiple image datasets of varying sizes are presented in Section IV. The conclusions are provided in Section V.

II. OCDL in the Fourier Domain

Most efficient CDL methods are based on the Fourier transform [11], [17], [19], [20]. In the frequency (Fourier) domain, problem (2) is equivalent to

$$\min_{\{d_k\}_{k=1}^N} \frac{1}{2N^2P} \sum_{n=1}^N \left\| \sum_{k=1}^K d_k \odot \hat{x}_k^n - s^n \right\|^2_2 + \sum_{k=1}^K \Omega (d_k),$$

(3)

where $(\cdot)^T$ and $\odot$ denote the discrete Fourier transform (DFT) and the elementwise multiplication operator, respectively. The filters $\{d_k\}_{k=1}^K$ are zero-padded prior to DFT, so that $\{d_k\}_{k=1}^K$ are of the same size as the CSRs.

Defining $\delta_p \triangleq [d_1(p), \cdots, d_K(p)]^T$ and $\chi_p^n \triangleq [\hat{x}_1^n(p), \cdots, \hat{x}_K^n(p)]^T$, problem (3) can be rewritten as

$$\min_{\{d_k\}_{k=1}^K} \frac{1}{2N^2P} \sum_{p=1}^P \sum_{n=1}^N \left\| (\chi_p^n)^T \delta_p - \hat{s}^n(p) \right\|^2_2 + \sum_{k=1}^K \Omega (d_k),$$

(4)

where $(\cdot)^T$ is the transpose operator. The most efficient solutions to problem (4) (the batch CDL problem) have been proposed based on ADMM, and the fast iterative shrinkage-thresholding algorithm (FISTA) [17], [18]. The complexities of these algorithms are of $O(KP)$ and they require memory of the order of $KP^2$. As a result, when the training dataset is large, batch CDL becomes excessively computationally demanding in practice.

OCDL alleviates the problem of large required memory by storing sufficient statistics of the training signals and their CSRs in compact history arrays. An online reformulation of problem (4) can be written as

$$\min_{\{d_k\}_{k=1}^K} \frac{1}{2} \sum_{p=1}^P \delta_p^H A_p^N \delta_p - \sum_{p=1}^P \delta_p^T b_p^N + \sum_{k=1}^K \Omega (d_k),$$

(5)

where $(\cdot)^H$ is the Hermitian transpose operator, and the history arrays $A_k^N \in \mathbb{R}^{KP \times KP}$ and $b_p^N \in \mathbb{R}^{KP}$, $p = 1, \ldots, P$, are defined as

$$A_p^N \triangleq \frac{1}{NP} \sum_{n=1}^N (\chi_p^n)^* (\chi_p^n)^T, \quad b_p^N \triangleq \frac{1}{NP} \sum_{n=1}^N \hat{s}^n(p)^* \chi_p^n,$$

(6)

with $(\cdot)^*$ standing for the element-wise complex conjugate of an array vector. After observing each training signal and finding its sparse representations, the history arrays are calculated incrementally using the following formulas

$$A_p^N = \frac{1}{NP} (\chi_p^N)^*(\chi_p^N)^T + \frac{N-1}{N} A_p^{N-1}, \quad b_p^N = \frac{1}{NP} \hat{s}^N(p)^* \chi_p^N + \frac{N-1}{N} b_p^{N-1}, \quad p = 1, \ldots, P.$$

(7)

The history arrays are initialized using zero arrays. In OCDL, the dictionary is optimized by solving problem (5) only after the updated history arrays are available. As a result, a memory requirement of $K^2P$ and a complexity of $O(K^2NP)$ are achieved [19], [20].

III. THE PROPOSED METHOD

In the proposed method, the training signals are approximated in a distributed manner using $N$ distinct dictionaries $\{c_k^n \in \mathbb{R}^{PN}\}_{k=1}^K$. A fusion of the separately optimized dictionaries based on the respective CSRs is used to calculate the dictionary $\{d_k\}_{k=1}^K$. Specifically, the quadratic term in CDL problem (2) is approximated using the following upper-bound estimate

$$\sum_{n=1}^N \left\| \sum_{k=1}^K d_k \odot c_k^n - s^n \right\|^2_2 \leq \sum_{n=1}^N \sum_{k=1}^K \left\| d_k \odot c_k^n - c_k^n \odot x_k^n \right\|^2_2 + \sum_{k=1}^K \left\| c_k^n \odot x_k^n - s^n \right\|^2_2,$$

(8)

where the inequality is due to the triangle inequality. Accordingly, the proposed approximate CDL problem is formulated as

$$\min_{\{d_k\}_{k=1}^K} \frac{1}{2N} \sum_{n=1}^N \sum_{k=1}^K \left\| d_k \odot x_k^n - c_k^n \odot x_k^n \right\|^2_2 + \sum_{k=1}^K \Omega (d_k) + \frac{1}{2N} \sum_{n=1}^N \sum_{k=1}^K \left\| c_k^n \odot x_k^n - s^n \right\|^2_2 + \sum_{k=1}^K \Omega (c_k^n).$$

(9)

In the following, two ADMM-based online methods for addressing (9) are presented. The first algorithm uses a standard approach for optimization of $\{d_k\}_{k=1}^K$ and $\{c_k^n\}_{k=1}^K$, while the second algorithm incorporates pragmatic modifications to the first algorithm to improve the effectiveness of the proposed approximation method and lower computational costs.
A. Algorithm 1

Optimization problem (9) is jointly convex with respect to \( \{d_k\}_{k=1}^K \) and \( \{\{c_n^k\}_{k=1}^K\}_{n=1}^N \). Thus, using the OCDL framework, problem (9) can be addressed for the joint optimization variables \( \{c_n^N, d_k\}_{k=1}^K \) after observing the \( N \)th training signal \( s^N \) and obtaining its CSRs \( \{x^N_k\}_{k=1}^K \). Compact history arrays are used to store sufficient statistics of \( \{c_n^k\}_{k=1}^K \) and \( \{x^N_k\}_{k=1}^K \). The following ADMM formulation is used to solve (9) for \( \{c_n^N, d_k\}_{k=1}^K \)

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2N} \sum_{n=1}^N \sum_{k=1}^K \|g_k^* x^N_k - f_k^* x^N_k + \sum_{k=1}^K \Omega (d_k) \|_2^2 + \frac{1}{2} \sum_{n=1}^N \sum_{k=1}^K \|c_n^k\|_2^2 \\
\text{subject to} & \quad g_k = d_k, \quad f_k^N = c_k^N, \quad k = 1, \ldots, K.
\end{align*}
\]

(10)

where \( \{c_n^N, d_k\}_{k=1}^K \) are the (joint) ADMM auxiliary variables. The ADMM iterations consist of the following three steps.

The \( \{f, g\} \)-update step: In this step the auxiliary variables \( \{f^N, g_k\}_{k=1}^K \) are updated as

\[
\begin{align*}
\left( \{f_k^N\}_{k=1}^K \right)^{t+1} = \text{argmin}_{\{f_k^N\}_{k=1}^K} & \quad \frac{1}{2N} \sum_{n=1}^N \sum_{k=1}^K \|f_k^N x^N_k - z^N_k\|_2^2 \\
+ & \frac{1}{2} \sum_{n=1}^N \sum_{k=1}^K \|c_n^k\|_2^2,
\end{align*}
\]

(11)

The \( \{c, d\} \)-update step: In this step \( \{c_n^N, d_k\}_{k=1}^K \) is updated as

\[
\begin{align*}
\left( \{c_n^N\}_{k=1}^K \right)^{t+1} = \text{argmin}_{\{c_n^N\}_{k=1}^K} & \quad \frac{1}{2N} \sum_{n=1}^N \sum_{k=1}^K \|f_k^N x^N_k - z^N_k\|_2^2 \\
+ & \frac{1}{2} \sum_{n=1}^N \sum_{k=1}^K \|c_n^k\|_2^2,
\end{align*}
\]

(13)

Updating the scaled Lagrangian parameters: Finally, the scaled Lagrangian variables are updated as

\[
\begin{align*}
(u_k)^{t+1} &= (f_k^N)^{t+1} - c_n^k + (u_k)^t, \quad k = 1, \ldots, K, \\
v_k^{t+1} &= (g_k^N)^{t+1} - d_k + (v_k)^t, \quad k = 1, \ldots, K.
\end{align*}
\]

(15)

The \( \{c, d\} \)-update step involves projecting \( (f_k^N)^{t+1} + (u_k)^t \) (in (13)) and \( (g_k^N)^{t+1} + (v_k)^t \) (in (14)) onto the constraint set. First, the entries outside the support (\( \mathbb{R}^N \)) are mapped to zero (recall that the filters are zero-padded), followed by projection onto the unit \( \ell_2 \)-norm ball.

In the \( \{f, g\} \)-update step, solving problem (11) is equivalent to solving the following optimization problem

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2N} \sum_{k=1}^K \|f_k^N \odot x^N_k - z^N_k\|_2^2 \\
+ & \frac{1}{2} \sum_{k=1}^K \|c_n^k\|_2^2,
\end{align*}
\]

(16)

where \( d_k \triangleq (e_k^N)^t - (u_k)^t \). By equating the derivative of the objective in (16) to zero and using the Sherman-Morrison (SM) formula, the solution to the \( f \)-update step is found as

\[
\begin{align*}
(f_k^N (p))^{t+1} &= \left( \alpha_p^k + \frac{(a_p^k)^2 (\hat{x}_k^N (p))^2}{1 + \sum_{k=1}^K a_p^k (\hat{x}_k^N (p))^2} \right) \\
\times (\hat{x}_k^N (p)^* (\hat{z}_k^N (p) + \hat{s}_k^N (p)) + N \rho \hat{q}_k^N (p)),
\end{align*}
\]

(17)

where \( \alpha_p^k \triangleq (\hat{x}_k^N (p))^2 + N \rho \). Using precalculated values of \( \sum_{k=1}^K a_p^k (\hat{x}_k^N (p))^2 \), the \( f \)-update step can be carried out with the complexity of \( O(K P) \) using (17).

Problem (12) can be addressed via solving the following optimization problem

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2N} \sum_{n=1}^N \sum_{k=1}^K \|g_k \odot x^N_k - t_k^N\|_2^2 \\
+ & \frac{1}{2} \sum_{k=1}^K \|g_k - \hat{g}_k\|_2^2,
\end{align*}
\]

(18)

where \( \hat{g}_k \triangleq (d_k)^t - (v_k)^t \).

The solution to (18) can be found as

\[
(\hat{g}_k (p))^{t+1} = \frac{\beta_k^N (p) + \hat{w}_k (p)}{\alpha_k^N + \rho}, \quad p = 1, \ldots, P, \quad k = 1, \ldots, K,
\]

(19)

where history arrays \( \alpha_k^N \in \mathbb{R}^P \) and \( \beta_k^N \in \mathbb{R}^P, \quad k = 1, \ldots, K \), are defined as

\[
\begin{align*}
\alpha_k^N &\triangleq \frac{1}{N} \sum_{n=1}^N (\hat{x}_k^N)^* \odot \hat{x}_k^N, \quad \beta_k^N \triangleq \frac{1}{N} \sum_{n=1}^N (\hat{x}_k^N)^* \odot t_k^N.
\end{align*}
\]

(20)

The history arrays are incrementally updated using

\[
\begin{align*}
\alpha_k^N &= \frac{N-1}{N} \alpha_k^{N-1} + \frac{1}{N} (\hat{x}_k^N)^* \odot \hat{x}_k^N, \\
\beta_k^N &= \frac{N-1}{N} \beta_k^{N-1} + \frac{1}{N} (\hat{x}_k^N)^* \odot t_k^N.
\end{align*}
\]

(21)

Algorithm 1 summarizes the main steps of the proposed approximate OCDL algorithm detailed in this section. Unit norm Gaussian distributed random arrays can be used as initial
dictionary \{d_k^0\}_{k=1}^K. At the first iteration, dictionary \{d_k^1\}_{k=1}^K can be used to initialize \{c_k^0\}_{k=1}^K and \{g_k^0\}_{k=1}^K. Note that, before each iteration of the ADMM algorithm, \{\beta_k^1\}_{k=1}^K needs to be recalculated using (22) based on the latest values of \{f_k^0\}_{k=1}^K.

**Algorithm 1** OCDL method proposed in Subsection III-A

**Input:** Training signals \{s_n\}_{n=1}^N, initial dictionary \{d_k^0\}_{k=1}^K, sparsity regularization parameter \lambda;

**Initialisation:** History arrays \alpha_k^0 \in \mathbb{R}^P and \beta_k^0 \in \mathbb{R}^P, \ k = 1, \ldots, K as zero arrays, \{d_k^1\}_{k=1}^K = \{d_k^0\}_{k=1}^K.

1: for n = 1 to N do
2: Find \{x_k^n\}_{k=1}^K for \ s_n using \{d_k^1\}_{k=1}^K and \lambda by solving (1);
3: Calculate \{\alpha_k^n\}_{k=1}^K using (21);
4: Optimize \{\alpha_k^n, d_k^n\}_{k=1}^K using the ADMM-based method in Subsection III-A (recalculate \{\beta_k^n\}_{k=1}^K using (22) in every iteration);
5: end for;
6: return Learned convolutional dictionary \{d_k^K\}_{k=1}^K.

**B. Algorithm 2**

To improve the performance of the proposed OCDL algorithm, dictionary optimization can be performed exactly for the latest observed signal \ s_n, while the proposed approximation method is used for \{s_n\}_{n=1}^N. Thus, the modified approximate CDL problem is now formulated as

\[
\min_{\{d_k\}_{k=1}^K, \{c_k\}_{k=1}^K} \frac{1}{2N} \left\| \sum_{k=1}^K d_k \times x_k^N - s^N \right\|_2^2 + \frac{1}{2N} \sum_{n=1}^{N-1} \left( \left\| d_k \times x_k^n - c_k^0 \times x_k^N \right\|_2^2 + \sum_{k=1}^K \Omega(d_k) \right) + \frac{1}{2N} \sum_{n=1}^{N-1} \left( \sum_{k=1}^K c_k^0 \times x_k^N - s^N \right) + \sum_{n=1}^K \Omega(c_k^0) .
\] (23)

The alternating procedure for addressing (23) consists of the following steps.

1) Optimization of \{d_k\}_{k=1}^K: Solving (23) with respect to \{d_k\}_{k=1}^K can be addressed using the following ADMM formulation

\[
\min_{\{d_k\}_{k=1}^K, \{c_k\}_{k=1}^K} \frac{1}{2N} \left\| \sum_{k=1}^K g_k \times x_k^N - s^N \right\|_2^2 + \frac{1}{2N} \sum_{k=1}^K \left\| g_k \times x_k^N - r_k^0 \right\|_2^2 + \sum_{k=1}^K \Omega(d_k) \quad \text{s.t.} \quad g_k = d_k, \ k = 1, \ldots, K.
\] (24)

where \( r_k^n \triangleq c_k^0 \times x_k^N \).

The ADMM iterations consist of the following steps:

(i) the \ g\-update step: a convolutional least-squares fitting problem;

(ii) the \ d\-update step: projection on the constraint set (similar to (14));

(iii) updating the Lagrangian multipliers (similar to (15)).

The \ g\-update step requires solving the optimization problem in the form of

\[
\min_{\{g_k\}_{k=1}^K} \frac{1}{2N} \left\| \sum_{k=1}^K g_k \times x_k^N - s^N \right\|_2^2 + \frac{1}{2N} \sum_{n=1}^{N-1} \left( \sum_{k=1}^K \left\| g_k \times x_k^n - r_k^n \right\|_2^2 + \rho \sum_{k=1}^K \left\| g_k - e_k \right\|_2^2 .
\] (25)

Equating the derivative to zero and using the SM formula, optimization problem (25) can be solved as

\[
\left( \tilde{g}_k(p) \right)^{t+1} = \left( b_p + \frac{(b_k^0)^2}{N + \sum_{k=1}^K b_k^0 \left\| x_k^N(p) \right\|^2} \right) \times \left( \frac{1}{N} \left\| x_k^N(p) \right\|^2 + \frac{\tilde{\beta}_k^{N-1}}{N + 1} (p) \right) + \rho \tilde{e}_k(p).
\] (26)

The incremental update rules for \( \tilde{\alpha}_k^N \) and \( \tilde{\beta}_k^N \) can be found as

\[
\tilde{\alpha}_k^N = \frac{1}{N + 1} \sum_{n=1}^N (\tilde{x}_k^n)^* \times \tilde{x}_k^n, \quad \tilde{\beta}_k^N = \frac{1}{N + 1} \sum_{n=1}^N (\tilde{x}_k^n)^* \times \tilde{r}_k^n.
\] (27)

The \ g\-update (26) can be performed with the complexity of \( O(KP) \) using precalculated values of \( \sum_{k=1}^K b_k^0 \left\| x_k^N(p) \right\|^2 \).

2) Optimization of \( \{c_k\}_{k=1}^K \): In the modified algorithm, dictionary \( \{c_k\}_{k=1}^K \) is optimized only to provide a more accurate approximation of \( s^N \) (in comparison with the approximation provided using \( \{d_k\}_{k=1}^K \)). It means that the second quadratic term in (23) is ignored in the step of \( \{c_k\}_{k=1}^K \) optimization. Here we rely on the fact that CSRs \( \{x_k\}_{k=1}^K \) are direct products of \( \{d_k\}_{k=1}^K \). As a result, considering that the approximation is based on \( \{x_k\}_{k=1}^K \), the resulting \( \{c_k\}_{k=1}^K \) cannot unfavorably deviate from \( \{d_k\}_{k=1}^K \). Problem (23), which needs to be solved now for \( \{c_k\}_{k=1}^K \) only, is then reduced to the following optimization problem

\[
\min_{\{c_k\}_{k=1}^K} \frac{1}{2P} \left\| \sum_{k=1}^K c_k \times x_k^N - s^N \right\|_2^2 + \sum_{k=1}^K \Omega(c_k^0) ,
\] (30)

which is a CDL problem involving a single training signal, which can be addressed using the existing CDL methods (e.g., [17]).

The main steps of the presented approximate OCDL algorithm are summarized in Algorithm 2. Optimization of dictionaries \( \{d_k\}_{k=1}^K \) and \( \{c_k\}_{k=1}^K \) (lines 3 and 4) can be initialized using the existing \( \{d_k\}_{k=1}^K \).
Algorithm 2 OCDL method proposed in Subsection III-B

Input: Training signals \( \{ s^n \in \mathbb{R}^P \}_{n=1}^N \), initial dictionary \( \{ d^k \in \mathbb{R}^m \}_{k=1}^K \), sparsity regularization parameter \( \lambda \).

Initialization: History arrays \( \tilde{\alpha}^0_k \in \mathbb{R}^P \) and \( \tilde{\beta}^0_k \in \mathbb{R}^P \), \( k = 1, \ldots, K \) as zero arrays, \( \{ d^k \}_{k=1}^K \).

1: for \( n = 1 \) to \( N \) do
2: \( \) Find \( \{ s^n \}_{k=1}^K \) for \( s^n \) and \( \{ d^k \}_{k=1}^K \) by solving (1);
3: \( \) Optimize \( \{ d^k \}_{k=1}^K \) as in Subsection III-B1;
4: \( \) Optimize \( \{ \tilde{\alpha}^n_k \}_{k=1}^K \) as in Subsection III-B2;
5: \( \) Calculate \( \{ \tilde{\alpha}^n_k \}_{k=1}^K \) and \( \{ \tilde{\beta}^n_k \}_{k=1}^K \) using (28), (29);
6: end for
7: return learned convolutional dictionary \( \{ d^k \}_{k=1}^K \).

C. Memory Requirements and Computational Complexity

The largest arrays used in the proposed algorithms are of size \( K \cdot P \). The most computationally expensive steps of performing updates (17) and (26) both have a complexity of \( O(K \cdot P) \), which is slightly dominated by the complexity of DFT that is of \( O(K \cdot \log(\log(P))) \) when performed using Fast Fourier Transform. Thus, the computational complexity of the proposed algorithm is of the order of \( K \cdot P \) sequentially performed \( N \) times (once for each signal in the training dataset).

IV. EXPERIMENTAL RESULTS

A. Compared Methods

The performance of the proposed algorithms is benchmarked against the following state-of-the-art OCDL methods:

**OCSC** The ADMM-based OCDL method of [19], which uses the iterative Sherman-Morrison formula for updating the history arrays;


In addition, we compare the OCDL methods to the following batch-CDL algorithm:

**ADMM-cns** The batch-CDL method of [17] that is based on consensus-ADMM.

Algorithms 1-2 are referred to as “proposed-1” and “proposed-2”, respectively.

B. Datasets

The experiments are conducted using the following 5 image datasets:

**Fruit** and **City** Two small datasets, each composed of 10 images of size 100 × 100. These datasets are typically used as benchmarks for CSC and CDL [12], [13], [19];

**SIPI** A dataset composed of 20 training images and 5 test images all of size 256 × 256 collected from the UCS-SIPI image database [http://sipi.usc.edu/database/].

**Flickr** A dataset composed of 40 training images and 5 test images all of size 256 × 256 collected from the MIRFLICKR-1M image dataset [https://press.liacs.nl/mirflickr/mirdownload.html].

C. Implementation Details

The proposed algorithms employ the unconstrained convolutional sparse approximation method of [17]. In all ADMM-based algorithms (both sparse approximation and dictionary learning) the maximum number of iterations is set to 300, and stopping criteria discussed in [22, Subsection 3.3] with absolute and relative tolerance values of \( 10^{-4} \) are used. We use dictionary filters of size 8 × 8 in all experiments.

All ADMM-based algorithms except OCSC use ADMM extensions over-relaxation [22, Subsection 3.4.3] and varying penalty parameter [22, Subsection 3.4.1] with initial penalty parameter \( \rho = 10 \) (the same parameters are used in all methods). The OCSC method incorporates the ADMM penalty parameter \( \rho \) in the history arrays. Thus, this method cannot use varying penalty parameter extension. For the OCSC method, we use the default parameters set by the authors of the paper (the stopping criteria are modified to be uniform with other algorithms compared).

In all experiments, we use \( \lambda = 0.1 \cdot \lambda_{\text{max}} \), where \( \lambda_{\text{max}} \) is the smallest value that results in all-zero sparse representations and can be obtained using \( \ell_{\infty} \)-norm of the gradient of the objective of convolutional sparse approximation problem (1) at \( \{ x^n_k \}_{k=1}^K = 0 \). Here, the value of \( \lambda_{\text{max}} \) is calculated only once using the first image in the training datasets.

All algorithms are implemented using MATLAB. All experiments are performed using a PC equipped with an Intel(R) Core(TM) i5-8365U 1.60GHz CPU and 16GB memory.

D. Comparison Criteria

The effectiveness of the CDL algorithms is typically evaluated based on the objective values of the convolutional sparse approximation problem (1) averaged over the entire test datasets [19], [20], [23]. A lower objective value indicates a better performance. For the small datasets Fruit and City, since there is no test data, the average training objective values are reported to compare the effectiveness of the optimization algorithms [12]. Using visualized learned dictionary filters, the CDL algorithms are evaluated for their ability to extract (learn) visual features. The efficiency of the algorithms is measured using the training times.
**Fig. 1.** Datsets Fruit (first row) and City (second row).

**E. Small Datasets Fruit and City**

Fig. 1 shows the images in the small datasets Fruit and City. Tables I and II report the average training objective values and the training times obtained using the methods tested for these two datasets. To facilitate comparison, the results are presented as bar plots in Fig. 2. The experiments based on datasets Fruit and City are performed using dictionary size $K = 64$.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>AVERAGE TRAINING OBJECTIVE VALUES AND TRAINING TIMES OBTAINED USING THE METHODS COMPARED FOR DATASET Fruit.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Objective</td>
</tr>
<tr>
<td>Initial dictionary</td>
<td>19.5422</td>
</tr>
<tr>
<td>FISTA [20]</td>
<td>16.0159</td>
</tr>
<tr>
<td>OCSC [19]</td>
<td>14.5529</td>
</tr>
<tr>
<td>Proposed-1</td>
<td>16.0507</td>
</tr>
<tr>
<td>Proposed-2</td>
<td>14.3599</td>
</tr>
<tr>
<td>ADMM-cns (batch) [17]</td>
<td>11.8088</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>AVERAGE TRAINING OBJECTIVE VALUES AND TRAINING TIMES OBTAINED USING THE METHODS COMPARED FOR DATASET City.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Objective</td>
</tr>
<tr>
<td>Initial dictionary</td>
<td>33.9411</td>
</tr>
<tr>
<td>FISTA [20]</td>
<td>28.5235</td>
</tr>
<tr>
<td>OCSC [19]</td>
<td>24.5472</td>
</tr>
<tr>
<td>Proposed-1</td>
<td>30.4463</td>
</tr>
<tr>
<td>Proposed-2</td>
<td>25.2740</td>
</tr>
<tr>
<td>ADMM-cns (batch) [17]</td>
<td>18.9411</td>
</tr>
</tbody>
</table>

As can be observed, the ADMM-cns batch CDL algorithm yields the lowest objective function values. However, this method is not suitable for large datasets as mentioned earlier. The proposed methods produce objective values that are comparable to other OCDL algorithms tested. In particular, algorithm 2 (proposed-2) results in the smallest objective for the Fruit dataset among all OCDL algorithms. For the City dataset, the OCSC method has the lowest objective compared to other OCDL methods (slightly better than that of proposed-2), but shows a longer training time. As shown in Tables I and II, the proposed algorithms result in substantially shorter training times, especially Algorithm 2, which is noticeably faster than Algorithm 1.

The convolutional dictionaries learned based on datasets Fruit and City using the methods tested are visualized in Figs. 3 and 4, respectively. Acquiring valid (as opposed to noisy and random) visual features is crucial in many image and signal processing tasks that utilize dictionary learning, such as image denoising, image inpainting, and image fusion. By examining the dictionaries shown in Figs. 3 and 4, it can be seen that the dictionaries learned using the proposed method contain fewer noisy and random filters compared to those learned using OCSC and FISTA. The filters in the dictionaries learned using ADMM-cns (batch CDL) appear crisper and sharper, while those learned using the proposed algorithms seem smoother. This can be explained by the fact that in the proposed method, the dictionaries are, in a way, learned from the sparse approximation of the original images.

**F. Datasets SIPI and Flickr**

Figs. 5 and 6 depict 10 images randomly selected from the SIPI and Flickr datasets, respectively. The experiments for SIPI dataset are carried out using a dictionary size of $K = 80$. A dictionary size of $K = 100$ is used for the experiments based on Flickr dataset. The average test objective values and
(a) ADMM-cns  (b) FISTA  (c) OCSC

Fig. 3. Dictionaries learned ($K = 64$) using the methods compared for dataset Fruit.

(d) Proposed-1  (e) Proposed-2

Fig. 4. Dictionaries learned ($K = 64$) using the methods compared for dataset City.

As can be seen in Tables III and IV, the ADMM-cns method achieves the lowest test objective values. However, its advantage over the OCDL methods is not as noticeable as in the case of experiments on small datasets Fruit and City. Specifically, in the experiments on the larger dataset Flickr, ADMM-cns performs only slightly better than FISTA and proposed-2, while requiring the longest training time. Among the OCDL methods, FISTA results in the smallest test objective in the experiments on Flickr, although it takes the longest training time. The proposed methods result in comparable test objective values to other OCDL methods while substantially shortening the training time. In particular, Algorithm-2 has the smallest objective among all OCDL algorithms for the SIPI dataset.

The convolutional dictionaries learned based on datasets SIPI and Flickr using the methods tested are shown in Figs. 8 and 9, respectively. As can be observed from the dictionaries displayed in Fig. 8, in the experiments on SIPI, the dictionary filters learned using the proposed algorithms are less noisy and random compared to those learned using FISTA and OCSC. For the experiment on the Flickr dataset, the dictionary filters learned using FISTA are crisper and sharper compared to other OCDL methods tested (FISTA also resulted in the smallest test objective for dataset Flickr).

G. Learning Large Dictionaries

In this experiment, we use the proposed algorithms to learn large dictionaries of sizes $K = 200$, $K = 300$, and $K = 400$ based on the Flickr dataset. Learning such large dictionaries over the images of the size of those in Flickr is not feasible using the OCDL methods, OCSC and FISTA. Indeed, in single precision, for $K = 200$, only the larger history array of these methods, that is of size $K^2 P$, would require more than 10 Gigabytes memory. The learned large dictionaries are visualized in Fig. 10. It can be seen that all dictionaries learned are mostly composed of visually valid features. The obtained training times are reported in Table V and Fig. 11. As can be seen, the longest training times obtained using the proposed methods are still significantly shorter than those resulting from using other methods tested for learning smaller dictionaries (see Table IV, for example).
training images). Dictionaries composed of $K = 100$ filters are used in this experiment. Fig. 12 shows the average test objective values obtained using the learned dictionaries after processing 1, 10, 100, and 1000 images. The results show that both proposed algorithms are applicable to large training datasets. However, Algorithm-2 leads to considerably lower objective values.

V. CONCLUSION

An efficient approximate method for CDL has been presented. The proposed method is based on a novel formulation of the CDL problem that incorporates approximate sparse decomposition of training data samples. We have developed two computationally efficient OCDL algorithms based on ADMM to address the proposed approximate CDL problem. The proposed OCDL algorithms substantially reduce the required memory and improve the computational complexities of the state-of-the-art CDL algorithms. Extensive experimental evaluations using multiple image datasets have demonstrated
Fig. 10. Large dictionaries learned using the proposed algorithms (top: proposed-1, bottom: proposed-2) for dataset Flickr with $K = 200$ (left), $K = 300$ (middle), and $K = 400$ (right).

Fig. 11. Comparison of training times obtained using the proposed algorithms and dataset Flickr for learning dictionaries of different sizes.

the effectiveness of the proposed OCDL algorithms.
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Fig. 12. Results for CDL on Flickr-large dataset using the proposed algorithms: average test objective values over the number of processed training images (top) and training time (bottom).
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