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1. Introduction

1.1 Motivation of the thesis

The multiple-input multiple-output (MIMO) radar configuration has brought

new opportunities for radar signal processing because of its transmit di-

versities [1–18]. By means of transmitting multiple mutually (quasi)-

orthogonal or partially correlated waveforms with certain characteristics

from colocated antenna arrays, the colocated MIMO radar is capable of

gaining many benefits such as improved angular resolution, enhanced pa-

rameter identifiability, increased upper limit on the number of resolvable

targets, extended aperture by virtual sensor arrays, better slow-moving

target detection performance, etc. When the transmit beamforming, or

equivalently, the transmit beamspace (TB) design that focuses the trans-

mit energy within a certain spatial region of interest is enforced to MIMO

radar, the advantage of enjoying both the transmit diversities and the

coherent processing gains is enabled. We term the MIMO radar using TB

strategies as the TB-based MIMO radar [19].

The TB-based MIMO radar motivates us to study its resolution ability

and further to figure out theoretically how the TB strategies and the num-

ber of waveforms affect its resolution performance. Moreover, it motivates

us to explore the effect of TB strategies on the clutter subspace and also to

explore new opportunities and resolve difficulties in clutter and jammer

suppression therein. After all, the coherent processing gain obtained in

the TB-based MIMO radar helps only when the clutter and jammers are

fully or well suppressed. Since waveforms are inevitably involved in these

17



Introduction

issues, we are further motivated to study the topic of waveform design

and also to jointly consider it with the design of the space-time adaptive

processing (STAP) filter.

1.2 Scope and objectives of the thesis

The thesis focuses on investigating the TB-based MIMO radar performance

from the perspective of potential delay-Doppler resolution, finding essential

results and properties and therefore comparing with those of the existing

radar configurations, proposing meaningful TB strategies/designs, and

exploring possible clutter and jammer suppression abilities which may be

unique in both the conventional and the TB-based MIMO radars. Further-

more, the thesis aims at studying the design of fast-time or space-(slow)

time waveforms in order to facilitate both the conventional and TB-based

MIMO radars in dealing with clutter and jammer suppression as well as

other applications.

The main objectives of the thesis are summarized as follows.

1. We resort to the tool of ambiguity function (AF) and aim at defining a

proper AF for the TB-based MIMO radar configuration. The further

goal is to analyze the maximum achievable “clear region” of the

defined AF that is free of sidelobes. On the basis of the AF defined

for the TB-based MIMO radar, we also seek to devise meaningful TB

strategies/designs that lead to good AF sidelobe levels.

2. We seek to find potential opportunities as well as possibly unique

abilities of conventional and TB-based the MIMO radars for the

purpose of clutter and/or jammer suppression. In particular, the

goal is to develop spatial and/or temporal techniques/algorithms

which save the computational burden and meanwhile lead to good

performance.

3. We aim to design aperiodic unimodular waveforms with good correla-

tion properties, so that the range sidelobe effect can be reduced to the

minimum and the clutter and jammer suppression performance can

therefore be improved. Consequently, the major interest here is to

develop fast and efficient algorithms especially for the case when the
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waveform design problem grows to a large scale as the code length

and the number of waveforms become large.

4. We also seek to jointly design the space-(slow) time transmission

with unimodular waveforms and the receive adaptive filter for MIMO

radar. The main objective is to properly design the space-(slow) time

waveforms that best match the STAP filter enforced at the receive end,

so that the maximum signal-to-interference-plus-noise ratio (SINR)

at the output of the STAP filter can be guaranteed. Accordingly,

efficient algorithms which shows low computational complexity and

have fast convergence speed are required to be devised.

1.3 Contributions of the thesis

The main contributions of the thesis are as follows.

1. On top of Publications I–X included in the thesis, an overview on

the MIMO radar research, including the relevant topics that the

thesis focuses on, is provided. The overview covers the research of

subjects such as waveform design, clutter and jammer suppression,

transmit beamforming or TB design, target detection and parameter

estimation, etc., in which the corresponding techniques are carefully

classified and reviewed. In addition, the newly emerging directions

related to the topics reviewed are presented and analyzed with com-

ments.

The corresponding overview is given in Chapter 2.

2. The AF of the TB-based MIMO radar, named as the TB-based MIMO

radar AF, for the case of far-field targets and narrow-band waveforms

has been proposed, derived, and studied in Publications I and II. The

newly defined TB-based MIMO radar AF incorporates the effects of

transmit coherent processing gain, waveform diversity, and array

geometry. It can serve as a generalized AF form for which the phased-

array (PA) and conventional MIMO radar AFs are important special

cases. Moreover, it has interesting relationships with the existing AF

results including the Woodward’s AF and the AFs for conventional

PA and MIMO radars. By the identification of two limiting cases
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for the TB-based MIMO radar AF, its maximum achievable “clear

region” in delay-Doppler domain has been analyzed and has been

proved to be in between of the bounds for the two cases. The bound

on the “clear region” for the worst case is inversely proportional to

the number of transmitted waveforms, while the bound for the best

case is independent of that number. In addition, a new TB design

based on the TB-based MIMO radar AF has been proposed.

The corresponding results are summarized in Chapter 3.

3. The capability of both the conventional and the TB-based MIMO

radars on clutter and jammer suppression has been investigated,

and a series of spatial and/or temporal techniques and relevant algo-

rithms have been developed in Publications III–VI. Specifically, two

space-(fast) time adaptive processing (SFTAP) algorithms that main-

tain the stationarity of cold clutter over the slow-time domain have

been devised in Publication III for addressing the terrain-scattered

jammer suppression problem in conventional MIMO radar, wherein

the correlation function of the match-filtered jamming components at

the receive end has also been derived. The joint hot and cold clutter

mitigation problem in the context of the TB-based MIMO radar has

been studied in Publication IV, wherein a three-dimensional (3D)

STAP algorithm on the basis of the rank analysis has been developed.

Besides, the possibly unique capability of MIMO radar on jammer

suppression using spatial processing techniques has been studied in

Publications V and VI, wherein reduced-dimensional (RD) beamspace

and/or beamforming designs have been developed, with the byproduct

of power estimates of interfering sources also obtained.

The corresponding results are summarized in Chapter 4.

4. The aperiodic unimodular waveform design problem with considera-

tion on minimizing the integrated sidelobe level (ISL) and/or weighted

ISL (WISL) of waveforms for MIMO radar has been studied in Pub-

lications VII–IX, wherein a series of efficient algorithms with fast

convergence speed and low computational complexity have been devel-

oped. The ISL and WISL minimization based waveform designs are

formulated as nonconvex quartic optimization problems and trans-

formed into the frequency domain. By means of the majorization-
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minimization (MaMi) technique, the quartic problems are then simpli-

fied into quadratic forms, wherein the inherent algebraic structures

in the objective functions of these problems are explored and conse-

quently exploited. For the WISL minimization based design problem,

an alternative quartic form that allows to apply the quartic-quadratic

transformation is additionally derived. The key technical contribu-

tion is to design advanced majorization functions which lead to fast

convergence speed of the algorithms for generating unimodular wave-

forms with good correlation properties. A closed-form solution is

computed in each iterative procedure of the developed algorithms.

The corresponding results are summarized in Chapter 5.

5. The problem of jointly designing the space-(slow) time (SST) trans-

mission with unimodular waveforms and receive adaptive filter for

MIMO radar has been explored in Publication X, wherein an efficient

approach to synthesizing the unimodular SST waveforms and the

minimum variance distortionless response (MVDR) type receive filter

has been proposed. The joint design deals with two cases of known

Doppler information and in the presence of Doppler uncertainties on

clutter bins, which has been formulated as nonconvex optimization

problems. The key technical contribution here is to design proper

minorization functions for the formulated composite objectives of the

problems, which enable us to solve the joint design problem by means

of the minorization-maximization (MiMa) technique with iterative

procedures. A closed-form solution is computed in each iterative

procedure of the developed algorithms.

The corresponding results are summarized in Chapter 6.

1.4 Author’s independent contributions

The main results of the thesis have been published in two journal articles

in IEEE TRANSACTIONS ON SIGNAL PROCESSING and eight conference

papers (including six publications in IEEE INTERNATIONAL CONFERENCE

ON ACOUSTICS, SPEECH AND SIGNAL PROCESSING (ICASSP), and two

invited publications in IEEE RADAR CONFERENCE and EUROPEAN SIG-

21



Introduction

NAL PROCESSING CONFERENCE (EUSIPCO)). The author of the thesis is

responsible for the theoretical studies, algorithm developments, numerical

results, and writing the drafts of all the publications included in the thesis

(Publications I–X). The co-authors helped with planning the research and

revising the publications.

1.5 Structure of the thesis

The thesis consists of seven chapters, which summarize the contributions

of ten original publications attached at the end of the thesis (Publications I–

X). The attached publications include the original theory, methods and

relevant algorithms, and results that are presented in the thesis. The rest

of the thesis is organized as follows. In Chapter 2, a detailed overview of

the MIMO radar research, including the key concepts and history of MIMO

radar and the research (until very recent) on waveform design, clutter and

jammer suppression, transmit beamforming or TB design, target detection

and parameter estimation, etc., is presented. In Chapter 3, the results on

the TB-based MIMO radar AF are presented. In Chapter 4, the spatial

and/or temporal processing techniques and relevant algorithms for the

clutter and jammer suppression in conventional and TB-based MIMO

radars are summarized. The results on aperiodic unimodular waveform

design with good correlation properties are presented in Chapter 5, and

the results on joint SST transmission and receive adaptive filter design

are presented in Chapter 6. Finally, the conclusions of the thesis are given

in Chapter 7.
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2. Overview of MIMO radar

2.1 The concept of MIMO radar

MIMO radar employs multiple transmit and receive antenna arrays [1–3],

with which it emits multiple waveforms or codes at the transmitter and

performs a match-filtered or some other processing of the observed echoes

at the receiver. In this radar configuration, the transmitted waveforms

are normally desired to be mutually orthogonal for any time lag [20], or to

have a certain level of partial correlations between each other [5].

The idea of “MIMO” in radar signal processing originates from the de-

velopment of the “MIMO” technique in communications in the 1990s. In

wireless communications [21,22], “MIMO” enables increased spectral effi-

ciency (i.e., the total number of transmitted information bits per second per

Hertz) for a fixed total transmit power, through the use of methods such as

space-time coding. Once the channel information is known or estimated

from channel observations, the objective in MIMO communications is to

adaptively adjust the transmit strategy to improve its throughput perfor-

mance. By introducing such an idea to radar and letting the radar operate

in a “MIMO” configuration, from the perspective of waveform diversity, the

concept of MIMO radar emerged.

MIMO communication also overcomes the problem of sensitivity to fading

by means of transmitting different streams of information from several

decorrelated transmitters. Differing from the conventional single-input-

single-output (SISO) communication system that transmits all the energy

over a single communication path, MIMO communication allows to exploit
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the spatial diversity because signals from different transmitters undergo

independent fading, and thus the signal-to-noise ratio (SNR) at the receiver

for MIMO communication system does not depend dramatically on the

fading in individual channels. Motivated by the spatial diversity idea

exploited in MIMO communications, the very early MIMO radar concept

has been proposed to overcome target scintillations through decorrelated

transmissions.

It is commonly known that the target in radar signal processing is char-

acterized by the radar cross section (RCS) function. For some targets

such as the extended ones, their RCS can vary rapidly and significantly

due to small changes in the observation angles. Such RCS scintillation

leads to signal fading and degrades the radar detection and estimation

performance dramatically. To tackle this problem, the idea for MIMO radar

consists of placing its transmit antennas in a widely distributed manner,

which ensures independent transmission from each antenna. The received

signal in MIMO radar is a superposition of the independently faded signals,

whose average SNR is therefore approximately constant.

In essence, the transmitted codes in MIMO communications are un-

known, but the channels are known or can be estimated. Therefore, the

objective of MIMO communications is to extract the transmitted signal

from the received observations. In contrast, the emitted waveforms are

known in MIMO radar, but the probing environment such as the presence

of clutter and jamming signals is typically unknown. The objective of

MIMO radar is then to extract the information of potential targets from

the received signals. For both MIMO communications and MIMO radar,

the common feature is that particular transmit scheme has to be utilized to

complete the aforementioned tasks. When it comes to MIMO radar signal

processing, the specific goals turn out to be obtaining improved target

detection performance [7], enhanced parameter identifiability [9], better

angular resolution [2], extended array aperture [23], to name a few.

The earliest protocol of MIMO radar is the Synthetic pulse and Antenna

Radar (called RIAS in [24]) developed by ONERA in the 1990s. The RIAS

radar exploits a sparse circular antenna array for pulse transmission and

feeds each elementary antenna with a specific signal. By means of forming

multiple beams at the receiver, it can fulfill the goals of omni-directional
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long-range air searching and target tracking. It has a low probability of

interception because of isotropic radiations. Moreover, it takes advantage

of the conventional beamforming techniques to benefit from the radar

coherent processing gain. In short, the presence of the RIAS radar has

accelerated the emergence of MIMO radar.

The earliest classification of MIMO radar was in terms of the arrange-

ment of antenna arrays, and it divides MIMO radar into two categories

[1, ch. 2]. The first category uses widely separated antennas and is termed

as statistical MIMO radar (also called distributed MIMO radar) [14], while

the second category uses colocated antennas and is termed as coherent

MIMO radar (also called colocated MIMO radar) [9].

In statistical MIMO radar, different transmitters and receivers are lo-

cated at different positions within a certain predefined area, making the

observation angles of the target for each transmitter and receiver different

from those for the others. This MIMO radar regime aims at obtaining

the aforementioned spatial diversity, with the key idea of angular spread-

ing through distributed allocation of both transmit and receive antennas.

The echoes received at different receivers then become statistically in-

dependent. Both coherent and non-coherent processing can be applied

to statistical MIMO radar, and the latter processing is not restricted by

synchronizations.

In coherent MIMO radar, the transmit and receive antenna arrays are

colocated and share an identical angle of the target in the far field. Judging

from the way of antenna allocation, the colocated MIMO radar regime does

not differ from conventional radars, and it also allows separating transmit

and receive arrays into sub-arrays. However, the waveform diversity

exploited by MIMO radar distinguishes it from conventional radars and

brings the benefit of generating extra degrees of freedom (DOFs). It

potentially leads to superiorities over the conventional radars in terms of

many aspects, such as angular resolution, parameter identifiability, clutter

and jammer suppression, array aperture, etc. Many signal processing

techniques that have been developed in conventional radars, including

beamforming and coherent processing techniques, are still valid and can

be easily applied to colocated MIMO radar.

From the perspective of radiating and receiving sites, statistical MIMO
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radar can be viewed as a generic multistatic radar, while coherent MIMO

radar can be considered as a generic monostatic radar. With more findings

on MIMO radar, many other classifications have appeared, depending

on the aspects of interest. For example, MIMO radars can be divided

into narrow-band and wide-band MIMO radars [25, 26] in terms of the

bandwidth, conventional and hybrid phased-MIMO radars [17,27] in terms

of the way of transmission, and MIMO synthetic aperture radar (SAR)

[28], MIMO over-the-horizon radar (OTHR) [29], and other types of MIMO

radars in terms of different applications.

2.2 Research on MIMO radar

MIMO radar has attracted significant interest over the past decade, and it

continues to gain plenty of attention. Although the history of it is only one

decade or so, its relevant research area has already expanded to almost

every sub-field of radar signal processing.

According to the publicly available literature, the earliest work on MIMO

radar dates back to the year of 2003 when authors from MIT Lincoln Labo-

ratory first introduced the concept of MIMO to radar signal processing in

the ASILOMAR CONFERENCE ON SIGNALS, SYSTEMS, AND COMPUTERS

[2]. Since then, the research on coherent MIMO radar has been devel-

oping. In [2], a MIMO model has been built for radar, based on which

the advantages with respect to DOFs and resolution of MIMO radar over

the conventional single-input multiple-output (SIMO) radar have been

discussed in the context of the ground moving target indication (GMTI)

application. This MIMO radar signal model has been compared with that

of MIMO communications. In another early work [30], which appeared in

the same year, the issue of applying multifunctional digital arrays for the

purpose of enabling wide angular coverage in the MIMO mode has been

researched. It has been reported therein that the integration time and the

radar radiation energy can be managed by the proposed array technique.

The original intention of Lincoln Laboratory’s early work on MIMO radar

was to investigate its ability of detecting slow-moving targets in the pres-

ence of strong clutter. Their GMTI study has shown that coherent MIMO
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radar is capable of achieving better resolution and slow-moving target

detection performance compared to conventional SIMO radars. These per-

formance improvements are attributed to the extra DOFs and the extended

array aperture in MIMO radar. However, they are affected by the quality

of transmitted waveforms. The nonorthogonality and poor sidelobe levels

of waveforms can severely degrade the clutter mitigation (and/or jammer

suppression) performance. Unfortunately, ideally orthogonal waveforms

for any time lag do not exist.

A variant of MIMO radar was proposed in both the IEEE RADAR CON-

FERENCE and the ASILOMAR CONFERENCE ON SIGNALS, SYSTEMS, AND

COMPUTERS in 2004 [3,31], which initialized the research on statistical

MIMO radar. The work of [3] has proposed to use widely separated an-

tennas for addressing the problem of RCS scintillation, which enables the

radar to obtain independent received signals, and therefore, to improve its

target detection and parameter estimation performance. The performance

analysis of MIMO radar in terms of the Cramer-Rao bound (CRB) for

direction of arrival (DOA) estimation has been presented in [3], while the

exploitation of spatial diversity for improving the target detection perfor-

mance has been studied in [31]. An optimal Neyman-Pearson detector has

been developed in the latter.

Since then, many valuable results on MIMO radar have been obtained

and reported in a great quantity of literature. Coherent MIMO radar has

been shown to be able to obtain improved spatial or angular resolution,

enhanced parameter identifiability, increased upper limit on the number

of detectable targets, extended array aperture, better clutter and jammer

suppression performance, and other advantages [9,15,23,32]. Statistical

MIMO radar has been shown to be able to obtain better performance of

target detection and localization, enhanced ability of overcoming RCS

scintillations, and improved parameter estimation among other benefits.

These advantages have been partially discussed by two overview papers

[9, 14] in IEEE SIGNAL PROCESSING MAGAZINE and the major early

results on MIMO radar have been reviewed by the book [1].

Motivated by the aforementioned groundbreaking work, the research on

MIMO radar has been expanded into nearly every branch of conventional

radar signal processing. Until now, the relevant research fields on MIMO
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radar include waveform/code design, transmit beamforming or TB design,

clutter and jammer suppression, parameter estimation and target detec-

tion, target tracking [33, 34], DOA estimation [35], MIMO compressive

sensing [36, 37], MIMO OTHR [29, 38], MIMO SAR [28, 39, 40], MIMO

radar-communication coexistence [41–43], experiments on MIMO radar

[16,30,32], etc.

It would be nearly impossible to provide a full overview on all these

subjects. Instead, we hereby present a comprehensive overview on the

first four subjects, while the others will be reviewed only briefly. It can be

foreseen that more research branches of MIMO radar will appear in the

coming future, or the MIMO radar concept will be replaced by some other

new ideas. In any case, MIMO radar has already become the foundation of

new developments for radar signal processing.

2.2.1 Waveform(s)/code(s) design

Waveform design has been a research problem of significant interest over

several decades [12,13,20,33,44–130]. It has been widely used in many

applications such as radar, active sensing, communications, etc. The

waveform design methods for MIMO radar have been in development ever

since the emergence of the MIMO radar concept. In MIMO radar, a set of

waveforms has to be designed, which is critically different from the single-

waveform design for SIMO radars. These waveforms need to satisfy some

particular conditions, for example, the constraints of mutual orthogonality,

constant envelope of waveform elements, low correlation or sidelobe level

(or low peak sidelobe level (PSL)), “excellent” AF, spectral nulling, etc.

Moreover, the challenge of jointly designing waveforms for MIMO radar

while at the same time considering some other aspects, such as the receive

filter design for certain applications, also appears. In addition, if the code

length and/or the number of waveforms are required to be significantly

large, the resulting problem size of the waveform design for MIMO radar

will grow to a large scale.

In existing literature on MIMO radar waveform design, the most com-

monly used approach is to generate the desirable set of waveforms on the

basis of some specific criteria. Such criteria normally depend on the appli-
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cations that are studied or the aspects that the design focuses on. Among

them, the widely used criteria include the minimization of auto- and/or

cross-correlation (or sidelobe) levels, maximization of SINR, optimization

of AF shaping, minimization of CRB, maximization of mutual information

(MI) or entropy, and minimization of mean square error (MSE). Using these

criteria, the waveform designs for MIMO radar are typically formulated as

optimization problems, and they can be solved by convex optimization tech-

niques (with off-the-shelf solvers) if they can be cast as convex problems.

Once the design encounters difficult constraints on some particular aspects

of waveforms, the resulting problems can become non-convex and have to

be solved by suitable algorithms that need to be designed. Although there

exist other MIMO radar waveform design approaches, such as methods

structured using existing waveforms with simple phase rotations (or with

whatever small modifications), they turn out to be non-competitive for

achieving desirable waveform properties and therefore are rarely reported.

The early stage of relevant work on waveform design focused on de-

signing fast-time waveforms for MIMO radar in order to achieve various

desirable properties. This type of waveform design improves only the

quality of waveforms since the receiver of MIMO radar is fixed to be the

matched filter (bank). In the corresponding publicly available literature,

the earliest waveform design for MIMO radar dates back to the work of

[20] in 2004. Statistical optimization methods that are based on simu-

lated annealing and genetic algorithms have been proposed for generating

orthogonal polyphase coded waveforms therein. Despite having been spe-

cially developed for netted radars, these methods can be directly applied to

both the statistical and coherent MIMO radar configurations.

Another early work on MIMO radar waveform design has been reported

in [51], in which two optimal strategies, including one in wide-band for

imaging and the other in narrow-band for clutter-free angle estimation,

have been studied. In the latter optimal strategy, CRB has been introduced

to MIMO radar waveform design for the first time. The work of [51] has

been extended to the general case of multiple targets and in the presence

of spatially colored interference and noise in [63], and the minimization

of the trace, determinant, and largest eigenvalue of the CRB matrix have

been respectively used in the CRB minimization based waveform design
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criteria therein. Like [51] and [63], the CRB minimization based MIMO

radar waveform design with respect to parameter estimation has been also

studied in [88], wherein the waveform is obtained from the minimization of

the Bayesian CRB or the Reuven-Messer bound for parameter estimation.

It is worth noting that these CRB minimization based waveform design

works for MIMO radar have verified the fact that the CRB for parameter

estimation is related to the waveform covariance matrix.

The minimization or controlling of the auto- and cross-correlation levels

(or equivalently, the sidelobe levels) of waveforms has been commonly used

in MIMO radar waveform design. Using this approach, the waveform

design problem turns out to involve a particular metric that is related to

waveform correlation or sidelobe levels. This metric can be a certain aspect

of the waveform covariance matrix (such as its trace or determinant), the

ISL (i.e., the sum of the auto- and cross-correlation levels), the WISL

(i.e., ISL after weighting on correlations at different time lags), or the

modification of ISL/WISL. Given the number of waveforms and the code

length, there exists a lower bound on the ISL for aperiodic waveforms with

constant envelopes [84, ch. 4]. Once either of both becomes significantly

large, the resulting problem size will grow to a large scale. Therefore, the

developments of fast and computationally efficient algorithms have been

the focus of this type of waveform design.

The correlation/sidelobe minimization based waveform design for MIMO

radar has been initiated for the purpose of transmit beamforming through

partial waveform correlations. The relevant results for this approach have

been reported initially in [5] and later in [54, 59, 65]. These works have

all dealt with designing the waveform covariance matrix and meanwhile

enforcing constraints on its correlation levels in order to obtain desirable

transmit beampatterns and therefore synthesize waveforms. A random

signaling based method for code/sequence synthesis has been presented in

[59], while a cyclic algorithm (CA) has been proposed for the signal synthe-

sis in [65]. The main idea of CA is to find the solution to the design problem

in an alternating manner when multiple (normally two) sets of variables

are updated cyclically until convergence. It has been developed especially

for addressing waveform designs formulated as nonconvex problems with

very difficult constraints.
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The CA method has attracted significant attention and later has been

developed into more advanced versions in [66]. Three algorithms, namely,

CA-New (CAN), Weighted CAN (WeCAN), and CA-Direct (CAD), respec-

tively, have been proposed for the MIMO radar waveform design in [66],

and they have been the extended versions of the algorithms developed in

[67] for single-waveform design.

The CAN and WeCAN algorithms deals with the ISL and WISL mini-

mizations of waveforms, respectively, while the CAD algorithm deals with

a particular case of the WISL minimization. For WeCAN, a meaningful

example is the case when only partial sidelobes next to the mainlobe of

waveform correlations need to be controlled. In this situation, deep notches

corresponding to these sidelobes can be formed for some mitigation pur-

poses. Both the CAN and WeCAN algorithms resort to transforming the

minimization problems to the frequency domain, but the CAD algorithm

does not. The major difference between CAN and WeCAN is that the former

considers the correlations for all time lags while the latter concentrates on

the correlations only for the time lags of interest by applying predefined

weights. They both seek to save the computational burden through exploit-

ing the fast Fourier transform (FFT) or the inverse FFT (IFFT). In theory,

all these algorithms have the ability to generate unimodular waveform

sets with arbitrary code length.

The benchmark CAN and WeCAN algorithms have attracted plenty of

attention. They have been competitive for unimodular waveform design

with emphasis on achieving good correlation properties for MIMO radar

until the recent emergence of some more advanced algorithms. One major

limitation for CAN and WeCAN is that they can become time consuming

when the number of waveforms and/or the code length are large, and

they can cost several hours or even days of elasped time. For WeCAN,

the additional limitation is that the weighting matrix has to be positive

semidefinite.

To tackle the aforementioned difficulties that CAN and WeCAN face, the

works of [105, 111, 123, 126] have resorted to the MaMi technique [131].

Three MaMi based algorithms that cope with the ISL, complementary

ISL, and WISL minimization based unimodular waveform designs for

MIMO radar have been proposed in [105], whose less advanced variants
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for single-waveform case have been reported in [95,106]. The work of [126]

has presented two more advanced MaMi based algorithms compared to

the ones in [105] for addressing the ISL and WISL minimization based

unimodular waveform design problems, respectively.

Despite also transforming the waveform design problems to the frequency

domain and exploiting FFT or IFFT to save computations, the aforemen-

tioned MaMi based algorithms can significantly outperform CAN and

WeCAN, mainly because of their rapid convergence speed after applying

efficient acceleration schemes. The major challenges for the MaMi based

algorithm developments are formulating the problems into proper forms

and elaborating competitive majorization functions. It is worth noting

that the MaMi framework has been used earlier in the single-waveform

design work [87], whose principal objective is to improve the detection

performance of multi-static radar with clutter environment.

In addition to the aforementioned works, the correlation/sidelobe mini-

mization based design has been also applied to space-time coding in MIMO

radar [16,64,71,75,82]. In [64] and [82], multiple types of coding techniques

such as code division multiple access (CDMA), time division multiple ac-

cess (TDMA), and frequency division multiple access (FDMA) have been

studied, and the concept of “cancellation ratio” has been presented in the

latter for evaluating the clutter mitigation performance after applying

these techniques to MIMO radar. In [16], a coding strategy, which obtains

mutual orthogonality of waveforms through phase coding for slow-time

pulses and therefore allows using classical fast-time waveforms, has been

proposed for the first time. This coding technique has been termed as

Doppler division multiple access (DDMA) therein. In the work of [71], the

idea of using space-time coding to mitigate waveform cross-correlations in

MIMO radar has been considered, and four types of space-time codes as

well as the conditions of removing waveform cross-correlations have been

presented therein.

In general, these space-time coding techniques have drawbacks when

applied to MIMO radar. For example, the FDMA signals can only occupy a

certain bandwidth, while the TDMA and DDMA signals are limited by the

pulse repetition interval (PRI). Furthermore, only one TDMA signal can

be transmitted within the same time interval.
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A second way for designing MIMO radar waveforms is the information

theoretic approach, which typically involves the study of MI and/or entropy.

The relevant works can be found in [12,13,33,70,73,79,83,97,120], with

the basic idea originating from the work of [47] that has been reported in

the 1990s. In some of these works, such as [12,13,79], the MSE criterion

has also been used.

The work of [13] has proposed to design minimax robust waveforms for

MIMO radar target detection and identification on the basis of minimum

MI and minimum MSE (MMSE) principles, where the case of uncertain

target power spectral density (PSD) with known upper and lower bounds

has been studied. The same criteria have been used in [12] for MIMO radar

waveform design with extended (i.e., non-point) targets whose scattering

characteristics have been modeled by a random target impulse response

(RTIR). The waveforms have been designed through maximizing the MI

between the RTIR and the radar echo or through minimizing the MSE in

estimating the RTIR therein. The methods of [13] and [12] have also been

implemented by means of alternating projection with iterations which

later has been studied in [70].

Using the information theoretic criteria, [73] and [83] have studied the

waveform design problem for MIMO radar in the presence of colored noise.

Two waveform design strategies have been proposed in [73], wherein the

first one is based on the same MI criterion as in [13] and the second one is

based on maximizing the relative entropy of two hypotheses (specifically,

cases with and without target presence in the clutter environment). This

work has been extended to deal with both the clutter and interference in

[97] for MIMO radar detection, wherein the relative entropy based criterion

has also been used for the waveform design and the resulting nonconvex

problem has been tackled by means of the MiMa technique. Using also

MiMa, the work of [120] has proposed an information theoretic (MI based)

approach to designing robust constrained codes for MIMO radar, wherein

the problem has been studied in the presence of the signal-dependent

interference and target mobility with some practical constraints such as

the energy constraint, peak-to-average-power ratio (PAPR) [80], similarity

constraint [69], etc.

In essence, the key ideas of the aforementioned information theoretic
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MIMO radar waveform designs are similar. The typical approach is to

select a specific information theoretic quantity that is related to waveforms

as the objective for optimization, and then to formulate the waveform

design problem into a certain form based on the application under consid-

eration. The major difference between these designs lies in the nature of

the environment that has been considered, while the minor differences are

determined by the applications studied as well as the waveform constraints

introduced.

Taking [33] for example, it has focused on designing optimal orthogonal

frequency division multiplexing (OFDM) signals for the application of low-

grazing angle tracking in MIMO radar, where the MI between the state and

measurement vectors at the next pulse duration has been maximized. Note

that the MIMO OFDM signals, which usually occupy a large bandwidth

and can have a large time-bandwidth product, belong to the category of

wide-band waveforms in MIMO radar. They are generally easy to obtain

and implement, whose example can also be found in [98].

A third direction for MIMO radar waveform design has been established

through the optimization of AF shaping, i.e., from the perspective of good

AF matching (to the ideal shape). The relevant works have been reported

in [11,19,26,62,112–114,132–134].

The work of [62] has proposed an algorithm for designing frequency-

hopping waveforms through analyzing the properties of MIMO radar AF,

whose basic idea is to optimize an objective function that is constructed

from the AF and seek to reduce the AF sidelobe levels. The work of [113]

has exploited the same idea to design frequency-hopping waveforms for

MIMO radar with arbitrary antenna separations. In [112] and [114], the

AF shaping based design strategy has been applied to designing sub-chirp

waveforms and complex sequences for MIMO radar, respectively. Typically,

these AF shaping based waveform designs exploit the relationship between

the MIMO radar AF and the waveforms or codes that need to be designed.

In such designs, the optimization of the AF related objective function

contributes to optimizing the waveforms, and the quality of the optimized

waveforms depends on how the AF is defined and how the objective function

is constructed from the AF.

Strictly speaking, the works of [11,19,26,132–134] do not involve direct
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waveform designs for the MIMO radar. Instead, they are more closely

related to the AF definitions, analyses, and designs. The main reason for

listing them here is because they provide important insights into the AF

shaping based waveform designs for MIMO radar. It is intuitive that AF is

an efficient tool for evaluating the radar resolution performance from the

nature of the transmitted waveforms, array aperture utilized, and other

aspects. For MIMO radar with multi-waveform transmission, the desirable

AF is to contain an impulse-like peak at the mainlobe and to have almost

zero-level sidelobes elsewhere.

In other words, the optimal MIMO radar AF should be thumbtack-shaped.

In [11], the well-known Woodward’s AF [135–138] has been introduced to

MIMO radar, wherein the MIMO radar AF and its four simplified forms

for different scenarios have been presented. A similar form of the AF in

[11] has been given in [62], in which the AF properties have been analyzed

and subsequently exploited for waveform design. The work of [132] has

proposed another MIMO radar AF form, which exhibits higher sidelobe

levels compared to the AF in [11] and is more suitable for statistical MIMO

radar. It has also analyzed the maximum achievable “clear region” of the

proposed MIMO radar AF. In [133] and [19], the AF for the TB-based MIMO

radar has been defined, and the latter has presented relevant “clear region”

analysis and has proposed a TB design that leads to lower AF sidelobes.

In [26], the ultra-wideband MIMO radar AF has been introduced.

A fourth way for designing MIMO radar waveforms is to maximize the

SINR (or to minimize the SINR loss). The relevant works have been

reported in [55, 60, 68, 93]. In the early work of [55], a MIMO radar

waveform design procedure, which is based on the statistics of the extended

target and the clutter, has been developed through maximizing the SINR

at the detector output. The optimal waveform design in [55] requires the

knowledge of both the target and the clutter, while the suboptimal designs

therein require only one of two or both. Another early work of [68] has also

studied the waveform design problem in the presence of extended target

and clutter, and iterative algorithms have been proposed to guarantee the

SINR improvement at each iteration.

The SINR maximization based waveform design in MIMO radar typically

involves jointly designing the multi-waveform transmission (in fast-time
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domain) and the receive adaptive filter, which has attracted significant

interest in recent years. The main motivation of this joint design is to

deal with some difficult/harsh environments that involve the clutter with

different characteristics and/or active jamming. In order to fulfill the goal,

the receiver has to be flexible, adaptive, and jointly optimized with the

transmitted waveforms. Therefore, the designing focus shifts to the so-

called mismatched filter design. In a few reported papers in the publicly

available literature, such design has also been termed as instrumental

variable filter design [60,61].

Normally, the joint waveform transmission and receive filter design

problems are nonconvex, but they can be solved in a cyclic manner. Most

of the reported works adopt an MVDR type solution for fixed waveforms

when developing cyclic algorithms. However, the technical difficulties lie

in guaranteeing fast SINR performance improvements through iterations

and ensuring low computational complexity per iteration. Towards this

end, the work of [60] has presented an algorithm for synthesizing constant-

modulus transmit signals with consideration on their correlation levels,

wherein the instrumental variable approach has been applied to the design

of the receive filter for solving the range compression problem in MIMO

radar imaging.

Other works on the joint transmission and receive filter design for MIMO

radar reported recently, such as [93,94,100,100,127,128], either deal with

the case of point target and signal dependent clutter, or more commonly, fo-

cus on solving the joint design problem with different practical constraints

on waveforms. For example, the work of [93] has presented a sequential

optimization algorithm, and the works of [127] and [128] have proposed

MaMi and MiMa based algorithms. Different types of constraints, such as

similarity, constant-modulus, spectral controlling, and PAPR, have been

considered therein.

The works on the SINR maximization based joint transmission and

receive filter design for MIMO radar have stimulated the very recent

emergence of another research sub-division on waveform design, that is,

the joint element-space/space-time transmission and element-space/STAP

receive filter design. Here, we term them as the multi-dimensional joint

transmission and receive filter designs. The basic idea of this research is
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to extend the aforementioned joint transmission and receive filter design

problem to space-time transmission and/or multi-dimensional STAP, so

that the benefits introduced by both the multi-waveform diversity and the

STAP can be enjoyed by MIMO radar. The principal reason for explaining

the potential performance improvements lies in the fact that MIMO radar

introduces extra DOFs compared to conventional radar configurations, and

they can be additionally exploited.

In essence, the multi-dimensional joint transmission and receive filter

design is the same as the previous SINR maximization based joint design.

They only differ in the dimensions of the transmission and/or the receive

filter. Through properly and jointly designing the waveforms and/or the

STAP filter, the output SINR performance can be guaranteed to be optimal.

The multi-dimensional joint designs for MIMO radar can be found in

[116,122,129]. The work of [116] has studied the joint design problem to

enhance the slow-moving target detection performance in the presence of

both the clutter and jamming signals, and it has proposed a cyclic method

for addressing the joint design problem. The work of [122] has dealt with

the joint SST transmission and STAP filter design problem in the presence

of the signal dependent clutter, and it has transferred the corresponding

problem to sub-problems that are either convex or solvable in polynomial

time. Similarity and constant-modulus constraints on waveforms have

been considered therein. The work of [129] has also studied the joint SST

transmission and STAP filter design problem and has incorporated the

extra DOFs introduced by transmit waveform diversity into the STAP. A

more general signal model has been presented and a MiMa based algorithm

for addressing the design problem with unimodular waveform constraints

has been proposed therein. Both [122] and [129] have considered two cases

of known Doppler information and Doppler uncertainties on clutter bins.

The newly emerging research on multi-dimensional joint transmission

and receive filter design in MIMO radar originates from the joint design

of the single-waveform transmission (in fast- or slow-time domain) and

the receive adaptive filter (or the Doppler filter with robustness). Corre-

sponding works have been reported in [61,81,86,96,108,110]. We omit the

detailed overview on these works here but briefly conclude that the joint

design of the transmission and receive filter allows us to obtain transmit
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waveforms with various constraints and meanwhile to deal with Doppler

or STAP related issues.

The multi-dimensional joint design research indicates that the waveform

design can relate to the issue of STAP in MIMO radar [119], whereas it

rarely establishes a relationship with the STAP in conventional radars that

deal with a single waveform. The extension of STAP to MIMO radar allows

for more flexibility, for example, it enables to exploit more DOFs. However,

this newly emerging research can also become challenging. The main issue

is that we have to develop computationally fast and efficient algorithms

for solving the joint design problems which are typically non-convex, with

problem size of large scale.

Note that the interest in developing multi-dimensional joint transmission

and receive adaptive filter in MIMO radar is also generated by the practical

need, especially for the case of considering slow-time transmissions. In

this case, the focus is on synthesizing slow-time waveforms for inter-pulse

coding at the transmitter, which typically copes with some Doppler-related

issues such as uncertainty, and also for achieving enhanced resolution

and/or superior detection performance.

Besides, as mentioned in the beginning of the overview on waveform

design, there exist works that synthesize waveforms on the basis of their

correlation matrices. We term them as the correlation matrix based MIMO

radar waveform designs. Most of the correlation matrix based waveform

designs are indirect, which first generate the waveform covariance matrix

using some specific methods, and then synthesize waveforms based on the

devised covariance matrix. In contrast, a few of the correlation matrix

based designs directly incorporate the required correlation information

into devising waveforms for MIMO radar. The relevant works can be found

in [5,59,65,78,92,124,125].

The works of [5,59,65,124] have exploited the indirect way of waveform

design and the first three of them have been reviewed earlier, while the

works of [78, 92, 124, 125] have employed the direct way. In [78], two al-

gorithms for generating the finite alphabet constant envelope waveforms

have been presented, wherein the first one provides a closed-form solu-

tion for mapping Gaussian random variables to binary phase shift keying

(BPSK) and quadrature phase shift keying (QPSK) waveforms, and the sec-
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ond one provides a generalized solution for synthesizing BPSK signals for

MIMO radar. Similar methods that map Gaussian variables to phase shift

keying (PSK) signals as in [78] have been presented in [92] for generating

PSK, pulse amplitude modulation, and quadrature amplitude modulation

waveforms. In [124], a discrete Fourier transform (DFT) based closed-form

solution for finding the waveform correlation matrix and then synthesizing

the finite alphabet constant envelope waveforms has been presented. In ad-

dition, an alternating direction method of multipliers based algorithm has

been presented in the work of [125] for addressing the correlation matrix

based waveform design problem with constant modulus constraints.

The above-mentioned correlation matrix based MIMO radar waveform

design has been developed primarily for transmit beampattern matching

in MIMO radar. It is understandable that the waveforms in this class are

no longer mutually orthogonal. Normally, they are partially correlated and

their partial correlations are used for achieving desirable beampatterns

or some other goals for MIMO radar. In general, the indirect approach

to synthesizing waveforms is more commonly used and widely applied,

and the resulting design problems, with various waveform constraints, are

commonly solved using optimization techniques. While the direct designs,

especially the ones using off-the-shelf waveform strategies such as linear

frequency modulation (LFM), BPSK, and QPSK signals, are relatively

easier to develop, however, they have very limited applications.

In addition to the MIMO radar waveform designs developed on the

basis of the aforementioned criteria that have been identified, there also

exist other works which depend on specific applications, scenarios, or

operating modes of interest of MIMO radar. For instance, waveforms have

to be designed adaptively in accordance with the varying environment,

target positions, and/or SNRs. We refer interested readers to [64, 72,

88, 130] for examples and more details. The waveforms also have to be

properly designed for applications of MIMO OTHR [29,38,56] and MIMO

SAR [28,139,140]. Other examples include waveform designs for radar-

communication coexistence [43], spectrum control, frequency agility and/or

Doppler tolerant scenarios [115], cognitive (or other knowledge aided)

MIMO radar applications, etc. Generally speaking, these waveform design

works either use off-the-shelf radar waveforms/codes (e.g., PSK, LFM,
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or OFDM signal possibly with some modifications), or exploit waveform

optimization approaches that have been reviewed earlier. We omit the

detailed overview on this topic and refer interested readers to the works

listed in the review and references therein.

2.2.2 Clutter and jammer suppression

Another important topic of MIMO radar research is the clutter and jammer

suppression [2, 8, 15, 16, 18, 32, 141–165], which has also attracted a lot

of interest over the past decade. In the publicly available literature on

this topic, the relevant works mainly deal with the research subdivisions

including MIMO GMTI [16,32,146,147,159,165], MIMO STAP [15,142,

155], rank estimation and reduction of the clutter covariance matrix [15,

144,148], and designs of clutter and jammer suppression algorithms [15,

156,157].

A large part of the GMTI research for MIMO radar has been done by

Lincoln Laboratory, including both the theoretical [2,16,146] and exper-

imental studies [32, 147]. In the earliest work of [16], a GMTI example

has been briefly introduced to MIMO radar, whose purpose is to show that

extending the conventional radar configurations to MIMO mode has the

benefits of bringing extra DOFs. Such GMTI technique later has been

introduced to the concept of coherent MIMO radar in [16], wherein the

GMTI performance has been compared with that of the conventional radar,

and the theoretical bounds on the angle estimation and MDV for MIMO

GMTI have been presented. The work of [146] has been concerned with the

limitations of wavforms that have been commonly used for MIMO GMTI

radar, in which the drawback of constructing waveforms from frequency

shifting techniques has been discussed and the function of SNR loss with

respect to waveform characteristics has been introduced.

The study on MIMO GMTI has also been explored through experiments.

In [32] and [147], an airborne MIMO radar testbed operating at S-band

with six transmit and eight receive independent channels has been re-

ported, wherein the MIMO GMTI has been tested using TDMA/DDMA

waveforms and compared with the GMTI in SIMO radar. Indeed, the

earliest relevant experiment dates back to the work of [30] reported in
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2003, which has also been conducted in Lincoln Laboratory and paved

the way for the MIMO GMTI experiments in [32] and [147]. An experi-

mental MIMO radar with reconfigurable antennas operating at L-band

through four independent transmitters and receivers, which is referred to

as multifunctional digital array radar, has been reported therein.

The main results obtained in the MIMO GMTI study are that the im-

provements on SINR for clutter mitigation and MDV for slow-moving

target detection can be achieved. The research therein has shown that

such improvements result from the extended aperture of MIMO radar,

which indeed indicates the potential improvement on the spatial resolution

of MIMO radar. Because of this, the slow-moving targets can be identified

with higher accuracy in severe clutter environment, and more competi-

tive MDV can be obtained for MIMO radar. However, the performance of

MIMO GMTI is subject to the transmitted waveforms in MIMO radar. It

has been pointed out in [147] and [146] that the non-ideal orthogonality

of waveforms may increase the rank of the clutter covariance matrix for a

fixed Doppler cell in MIMO GMTI. The challenge is that (pulse-repeated)

waveforms that are ideally orthogonal at every time lag do not exist [146].

To tackle this difficulty, either advanced waveforms with satisfying orthog-

onality property or some other signal strategies such as TDMA, FDMA, or

DDMA should be developed.

Another important technique for clutter and jammer suppression is

the MIMO STAP, which has usually been exploited in MIMO GMTI as

well. The MIMO STAP is essential to the clutter and jammer suppression

in MIMO radar since the interfering environment can be varying and

uncertain. Moreover, the nonadaptive or even the adaptive techniques that

exploit processing only in single spatial or temporal domain turn out to

be not competitive for the clutter and jammer suppression. Therefore, the

multi-dimensional MIMO STAP techniques become necessary.

In the early work of [15], a subspace based MIMO STAP method that

can avoid calculating the inverse of a large-dimensional covariance ma-

trix through separately estimating the clutter and jammer-plus-noise co-

variance matrices has been proposed. The clutter subspace therein has

been related to the MIMO radar geometry and represented through the

offline calculation of prolate spheroidal wave functions [166–168], there-
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fore, its construction is independent of the received data observations of

MIMO radar. The work of [155] has introduced the joint domain localized

processing method [169] to MIMO STAP, wherein the received spatio-

temporal data has been transformed to the angle-Doppler domain using

joint transmit-receive beamforming and two-dimensional (2D) DFT tech-

niques, and a multi-stage Wiener filter based algorithm with automatic

stage selection and reduced complexity has been proposed for the MIMO

STAP conducted in localized sub angle-Doppler domain.

Indeed, the STAP technique has been fully studied in conventional radars,

for which many meaningful results such as the fully and partially adap-

tive, RD, reduced-rank (RR), and knowledge-aided (KA) STAP techniques

have been obtained over the past several decades [170–174].1 The reason

why the conventional radar STAP has been extended to MIMO radar is

mainly because that extra DOFs can be introduced by the diversities of

transmited waveforms, transmit beamspace, and some other aspects in

MIMO radar. These extra DOFs enable MIMO STAP to have the potential

of filtering out more clutter subspace but with little SINR loss. On the

other hand, they also increase the complexity of MIMO STAP, which has

become a challenging issue for MIMO STAP and consequently requires the

developments of new advanced algorithms.

The study on the clutter rank estimation for MIMO radar has also been

carried out. The work of [15] has extended the clutter rank estimation

rule for PA radar, i.e., the well-known Brennan’s rule [170, 171, 175] to

MIMO radar. The result therein has shown that the transmit waveform

diversity in MIMO radar also contributes to the clutter rank, whose extent

is determined by the aperture ratio between transmit and receive arrays.

The work of [148] has analyzed the clutter rank in terms of clutter covari-

ance matrix, wherein the transmitted waveforms of MIMO radar are not

strictly constrained to be perfectly orthogonal and the clutter rank has

been shown to have relationship with both the rank and structure of the

waveform covariance matrix. The MIMO radar clutter rank estimation

in the presence of multipath ground clutter has been studied in [144],

wherein the transmit-receive directionality spectrum has been employed

1The overview on the fundamental results of conventional radar STAP is given in
the introduction of Chapter 4.
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for the rank analysis.

The issue of jammer suppression has also been studied for MIMO radar.

It has been incorporated in the MIMO STAP study conducted in [15],

wherein the diagonal structure of the jammer covariance matrix has been

exploited for developing the STAP algorithm. The works of [156] and [157]

have studied the problem of terrain-scattered jammer suppression and

have proposed RD beamspace designs or robust beamforming techniques,

wherein the spatial signature difference between the echoes of targets and

jamming sources has been explored and therefore employed.

2.2.3 Transmit beamforming/beamspace design

Beamforming is another important research aspect in MIMO radar. Among

all relevant subjects, transmit beamforming or TB design [5,10,17,25,27,

35,54,59,65,89,101,176–210] is the most popular.

The study on transmit beamforming dates back to the year of 2004

when the work of [5] was published, wherein a gradient search based

method for achieving or approxing the desired transmit beampattern

by means of partial signal correlations has been proposed. This type of

transmit beamforming technique allows for an arbitrary waveform cross-

correlation matrix, and it has been further studied in [59] which has

resorted to constrained optimization for obtaining the correlation matrix.

The work of [10] has modified the beampattern matching criterion of

[5] and has proposed a semidefinite quadratic programming approach

[211, 212] for solving the design problem in polynomial time, wherein

several beampattern matching criteria including the maximization of the

incident power on multiple targets with known/unknown locations, the

minimization of the beampattern sidelobe levels, and the minimization of

the matching difference have been proposed.

There also have been ways of designing the waveform correlation matrix

to achieve or match desired transmit beampatterns [185, 190, 194, 195].

The main difference among them is actually they have different goals. For

example, the ripples within the energy-focusing region and the transition

bandwidth of the beampattern have been mainly considered in [190], while

the gain of SINR and the reduction of sidelobes that the beampattern
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can obtain have been studied in [195]. Besides, some of these works have

proposed to implement transmit beamforming via unconstrained designs

with/without closed-form solutions [185,194].

In contrast to the waveform correlation matrix based designs reviewed

above, researchers have also devised techniques that have exploited beam-

forming vectors for achieving the same goal. Relevant works can be found

in [35,183,184,186,188]. In this type of design, initially orthogonal wave-

forms are assumed, and their correlations (or equivalently, the correlated

waveforms) are generated through the TB matrix that needs to be designed.

In essence, this TB matrix based design is equivalent to the waveform

cross-correlation matrix based design, but it is more flexible and can be

easily implemented through convex optimization techniques.

A significant fraction of the aforementioned methods have been designed

for the purpose of facilitating direction finding or achieving superior DOA

estimation performance [35,183,184,188]. In [184], two transmit energy

focusing strategies have been proposed, wherein the first pursues to find

the orthogonal basis of TB in terms of subspace decomposition, while the

second casts the design as a convex problem that involves desired phase

rotations for DOA estimation using estimation of signal parameters via ro-

tational invariance techniques (ESPRIT). It has shown that superior DOA

estimation performance compared to the conventional MIMO radar with

no TB designs can be obtained, and the proper selection of the TB matrix as

well as its size can lead to an optimum/lowest CRB of DOA estimation. In

[35], the TB design that enables search-free ESPRIT DOA estimation has

been proposed, wherein a specific structure that separates the TB matrix

into two conjugate flipped parts for maintaining the rotational invariance

property (RIP) [213,214] and therefore enables superior DOA estimation

performance compared to that of [184] has been imposed. In addition,

the TB matrix based design has been generalized to 2D transmit-array

applications in [191, 192], which has been shown to be also efficient in

terms of DOA estimation.

In addition to the waveform correlation matrix or the TB matrix based

designs, the transmit beamforming in MIMO radar has also been imple-

mented through subarrays or subapertures [17, 182, 187]. In [17], the

concept of phased-MIMO radar configuration, which enjoys the advan-

44



Overview of MIMO radar

tages of both PA and conventional MIMO radar configurations by means

of partitioning the transmit array into several uniform or overlapped sub-

arrays, has been proposed. In phased-MIMO radar configuration, different

subarrays independently emits mutually orthogonal waveforms with each

operating in a PA mode, therefore, the benefits of both the waveform

diversity and the coherent processing gain can be achieved. Not that intro-

ducing subarrays into conventional MIMO radar can reduce the coherent

processing time required by pulse Doppler processing.

In addition to the aforementioned techniques, the transmit beamforming

in MIMO radar has also been extended to other categories such as the

time-division transmit beamforming [89].

2.2.4 Parameter estimation and target detection

There also have been many works on MIMO radar parameter estimation

and target detection [6, 7, 97, 99, 215–243]. The relevant studies have

been reported in [6] and [7] in 2006. The work of [6] has improving the

detection performance by means of exploiting the spatial diversity of target

for statistical MIMO radar, wherein the effect of slow fluctuations of the

target reflection cross section have been fully studied and the optimal

Neyman-Pearson-type detector has been shown to consist of noncoherent

processing of the outputs at the receiver. The work of [7] has analyzed the

performance of target detection, angular estimation accuracy, and angular

resolution for MIMO radar, wherein the generalized likelihood ratio test

(GLRT) target detection, maximum likelihood direction estimation as

well as its CRB have been derived in the presence of an arbitrary signal

coherence matrix.

Among the aforementioned works, some of them have dealt with mov-

ing target detection and its parameter estimation, with relevant works

reported in [222,230,232,234]. The work of [222] has investigated the mov-

ing target detection problem in Gaussian noise and homogeneous clutter,

wherein the GLRT detector has been developed and the (widely separated)

MIMO radar approach has been shown to be more suitable for coping

with targets with small radial velocities, especially for scenarios that the

colocated approach fails to separate the moving target from clutter. Other
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works on MIMO radar GLRT detection have been considered in [230] and

[234], in both of which the constant false alarm rate has be achieved. The

work of [232] has studied the parameter estimation problem of moving

targets for noncoherent MIMO radar, wherein an approach that makes use

of the phase information associated with each transmit-receive path has

been proposed.

There also have been works dealing with the problem of joint parame-

ter estimation and target detection [223,233], the sensitivity analysis of

detection [229], and the detection in the presence of phase synchroniza-

tion mismatch [224] or heterogeneous environment [225] for MIMO radar.

Some studies on MIMO radar target detection have also been extended to

passive MIMO mode [236,237].
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3. Ambiguity function of the transmit
beamspace-based MIMO radar

In conventional radar theory, the AF stands for the time response of a

filter matched to a signal of given finite energy when the signal is received

with a time delay and a Doppler shift [44, ch. 3], which has been a major

tool for analyzing and evaluating signals for radar. The radar AF was

originally proposed as a useful concept to describe the properties of a radar

modulation in 1953 [135, ch. 7], and since then it has been subjected to

considerable further studies and developments [136–138]. This concept,

which is referred to as the Woodward’s AF, has been widely employed in

the evaluation of the resolution performance and ambiguities with respect

to different ranges and Doppler frequencies for single-waveform radar

transmission.

Since the concept of MIMO radar was proposed [2,3], the configuration

of conventional radar has been conceptually updated. Different from the

routine with single-waveform transmission in conventional radars, MIMO

radar exploits multiple waveforms that are typically desirable to be orthog-

onal to each other (at any time lag). This leads to the difficulty that the

well-known Woodward’s AF [136] cannot be directly applied to evaluate the

ambiguity properties of these waveforms as well as the resulting resolution

performance for MIMO radar. In this situation, new AF definitions have

to be developed. Such issue has been studied in [11] and [132], wherein

two types of MIMO radar AFs have been proposed. A similar AF form

motivated by the work of [11] has been presented in [62], wherein the

properties of MIMO radar AF have been fully studied. Here we refer inter-

ested readers to the overview on the AF shaping based waveform design in

Chapter 2 for more details.
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When transmit beamforming techniques or TB strategies are enabled

in MIMO radar, i.e., the TB-based MIMO radar is used, as explained

in Chapter 1 and also in the overview on TB designs in Chapter 2, the

benefits of coherent processing gain and transmit waveform diversities can

both be enjoyed. The potential advantage is that an improved SNR/SINR

can be obtained, provided that the TB strategy is properly designed and

the required processing is thoroughly conducted. The relevant examples

typically include SNR improvement over a wide range for super-resolution

DOA estimation and the SINR improvement in some clutter and jammer

suppression applications, to name a few.

The TB-based MIMO radar configuration leads to emitting non-orthogonal

or correlated waveforms from different antenna elements (i.e., in element

space), and its performance can be flexibly affected by the TB strategies

that are exploited [19]. As for the resolution performance and ambiguity

properties of the TB-based MIMO radar, they are not only subject to the

transmitted waveforms and the array geometry as investigated in [11],

but also are determined by a factor that is related to the TB strategies

and therefore needs to be identified. However, the AFs developed for con-

ventional MIMO radars in [11,62,132] are no longer suitable for serving

as the AF for the TB-based MIMO radar. Consequently, a new AF form

that incorporates the effect of the TB processing needs to be defined, and

if possible, such AF definition is also expected to be generic and flexibly

suitable for existing radar configurations.

While defining the TB-based MIMO radar AF, we are also motivated by

the research on Woodward’s AF and the AFs of conventional MIMO radars

to investigate the maximum achievable “clear region” of the defined AF

[244]. Conducting theoretical analysis on the “clear region” of the TB-based

MIMO radar AF enables us to see how large the region in delay-Doppler

domain that is free of sidelobes can be obtained. However, calculating the

“clear region” of the AF is a difficult task, and it typically does not allow

for achieving a closed-form solution. Therefore, we have to derive as tight

bounds as possible for the “clear region” analysis of the TB-based MIMO

radar AF. On the other hand, we also expect that such theoretical analysis

can provide insights into devising new TB strategies. Corresponding

results are reviewed in the rest of this chapter.
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3.1 Radar AF

The Radar AF originates from the theory of matched filter. For a certain

matched filter, the impulse response of it is defined by a particular signal,

to which the filter is matched. The result of matching is that the maximum

SNR can be achieved at the output of the filter. Due to the importance of

the time and Doppler processing in radar signal processing, the matched-

filter response to a time-delayed and Doppler-shifted signal usually serves

as the prototype of the radar AF.

3.1.1 Woodward’s AF

The Woodward’s AF has been used in conventional radar signal processing

for the evaluation of single-waveform transmission, and it has been defined

as [44,136,138]

|χ(τ, fd)| ,
∣∣∣∣
∫ ∞

−∞
u(t)u∗(t+ τ)exp{j2πfdt}dt

∣∣∣∣ (3.1)

where τ and fd are the time delay and Doppler shift parameters, respec-

tively, and u(t) is the complex envelop of the tested signal with respect to

the time index t. Note that positive τ implies a target is farther from the

radar than the reference position (τ = 0), while positive fd means that the

target is moving towards the radar [44, ch. 3]. Without loss of generality,

u(t) is normalized to have unit energy, i.e.,
∫∞
−∞|u(t)|2 dt = 1.

The following important properties hold for Woodward’s AF.

i) The maximum value occurs at the origin, i.e.,

|χ(τ, fd)| ≤ |χ(0, 0)| = 1. (3.2)

ii) The volume under Woodward’s AF is constant, i.e.,
∫ ∞

−∞

∫ ∞

−∞
|χ(τ, fd)|2 dτ dfd = 1. (3.3)

iii) Woodward’s AF is symmetric with respect to the origin, i.e.,

|χ(−τ,−fd)| = |χ(τ, fd)|. (3.4)

iv) LFM effect: if the complex envelope of the signal u(t) has an AF

|χ(τ, fd)|, namely,

u(t)⇔ |χ(τ, fd)| (3.5)
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(b) 2D AF cuts

Figure 3.1. Woodward’s AF and its zero-delay and zero-Doppler cuts for a single polyphase
coded waveform. The maximum magnitude of the AF in this example is
normalized to 1.

then the LFM signal u(t) exp{jπkt2} leads to the AF |χ(τ, fd − kτ)|,
i.e.,

u(t) exp{jπkt2} ⇔ |χ(τ, fd − kτ)|. (3.6)

It is also interesting to see the zero-Doppler and zero-delay cuts of Wood-
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ward’s AF, as shown in Fig. 3.1 for example, since both cuts have mean-

ingful implications. Inserting fd = 0 into (3.1), the zero-Doppler cut of

Woodward’s AF can be expressed as

|χ(τ, 0)| =
∣∣∣∣
∫ ∞

−∞
u(t)u∗(t+ τ) dt

∣∣∣∣ , |R(τ)| (3.7)

where R(τ) is the auto-correlation function of u(t). Therefore, the zero-

Doppler cut of Woodward’s AF is the auto-correlation of the evaluated

signal.

Similarly, inserting τ = 0 into (3.1), the zero-delay cut of the Woodward’s

AF can be expressed as

|χ(0, fd)| =
∣∣∣∣
∫ ∞

−∞
|u(t)|2ej2πfdt dt

∣∣∣∣. (3.8)

The expression (3.8) implies that the zero-delay cut of the Woodward’s AF

is the Fourier transform of the squared magnitude of the evaluated signal.

3.1.2 Conventional MIMO radar AF

The Woodward’s AF can not be straightforwardly applied to MIMO radar

simply because of its multiple-waveform transmission feature. As a result,

a newly defined AF has to be developed for the MIMO radar configuration.

Moreover, this AF definition needs to efficiently characterize the local

and/or global resolution properties of the set of transmitted waveforms in

MIMO radar.

There have been existing AF developments for the conventional MIMO

radar configuration, which have been reported in [11,62,132]. The work of

[11] defines the MIMO radar AF in the following form

χ
(
Θ,Θ′

)
,
∣∣∣∣∣
N∑

n=1

M∑

m′=1

M∑

m=1

∫ ∞

−∞
φm(t− τm,n(p))φ∗m′

(
t− τm′,n

(
p′
))

× exp{−j2πτm,n(p)(fc + fm,n(Θ))} exp
{
j2πτm′,n

(
p′
)(
fc + fm′,n

(
Θ′
))}

× exp
{
j2π
(
fm,n(Θ)− fm′,n

(
Θ′
))
t
}

dt

∣∣∣∣∣

2

(3.9)

where M and N are respectively the numbers of transmit and receive an-

tenna elements, φm(t− τm,n(p)) and φm′
(
t− τm′,n(p′)

)
are the time-delayed
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Figure 3.2. The square-summation-form AF defined for the conventional MIMO radar.
Here M = 8 single-pulse polyphase-coded waveforms of code length 512 are
employed for plotting the AF, and the maximum magnitude of the AF is
normalized to 0 dB. High relative sidelobe levels of this square-summation-
form AF appear in the Doppler-delay domain.

versions of the mth and m′th transmitted waveforms φm(t) and φm′(t) with

τm,n(p) and τm′,n(p′) being the (m,n)th and (m′, n)th transmit-receive-

path time delays associated with the target positions p and p′, respectively,

fm,n(Θ) and fm′,n(Θ) are Doppler frequencies associated with the target

parameters Θ and Θ′ for respectively, the (m,n)th and (m′, n)th transmit-

receive paths, and fc is the carrier frequency.

A second AF development for the conventional MIMO radar has been

defined in [132] in the following form

|χ(τ, fd)|2 ,
M∑

m=1

M∑

m′=1

∣∣∣∣
∫ ∞

−∞
φm(t)φ∗m′(t+ τ)ej2πfdt dt

∣∣∣∣
2

(3.10)

whose parameters are the same as those in (3.9). We term this AF def-

inition as the “square-summation-form” MIMO radar AF and show one

example of it in Fig. 3.2.

A third AF development for the conventional MIMO radar has been

defined in [62], which takes similar form as the definition in [11]. We

therefore omit presenting its explicit expression here. Note that there also

exist other AF definitions for the conventional MIMO radar, for example,

the wide-band-case MIMO radar AF has been also defined in [11]. Here,

we focus on the narrow-band case for the MIMO radar AF.
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The contributions in Publications I and II are reviewed in the following.

3.2 The TB-based MIMO radar AF

3.2.1 Signal model

Let us start from considering a colocated MIMO radar system equipped

with M transmit and N receive antenna elements. Both the transmit

and receive arrays are assumed to be closely located, and thus, sharing

the same spatial angle for any target in the far field. In the context of

the conventional MIMO radar, the complex envelopes of the transmitted

waveforms can be modeled as

sm(t) =

√
E

M
φm(t), m = 1, 2, . . . ,M (3.11)

where E is the total transmit energy within one radar pulse, t is the

continuous fast-time index, i.e., time within the pulse, and φm(t) is the

mth baseband waveform which is orthogonal to the others. Without loss

of generality, these baseband waveforms are assumed to have unit energy

within a radar pulse of duration T , which can be formally expressed as
∫

T
|φm(t)|2 dt = 1, m = 1, 2, . . . ,M. (3.12)

Different from the conventional MIMO radar with omni-directional trans-

missions, the TB-based MIMO radar illuminates transmit energy towards

a spatial sector-of-interest (SOI) through beaming. In this radar configura-

tion, K (in general,K ≤M) initially orthogonal waveforms are transmit-

ted, and each corresponds to a synthesized transmit beam that illuminates

a certain area within the SOI. By means of synthesizing K transmit beams,

the SOI can be fully covered. Normally, the SOI needs to be predetermined

or estimated, depending on specific applications that are studied. For

example, the spatial directions or the range of it can be estimated with

low resolution and complexity. Using such principle, the signal radiated

through the kth beam can be modeled as

sk(t) =

√
E

K
cTk a(θ)φk(t), k = 1, . . . ,K (3.13)
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where a(θ) ∈ CM×1 is the transmit steering vector for the spatial direction

θ, and ck ∈ CM×1 is the kth transmit beamforming vector, whose elements

construct the kth column of the TB matrix C ∈ CM×K defined as follows

C , [c1, . . . , cK ]. (3.14)

Denoting the mth element of ck as cmk, the signal radiated from the mth

transmit antenna can be expressed as

s̃m(t) =

√
E

K

K∑

k=1

cmkφk(t), m = 1, . . . ,M. (3.15)

The model (3.15) serves as the foundation of the TB-based MIMO radar

AF, which is to be reviewed in the latter part of this chapter.

3.2.2 Definition, interpretation, and simplifications

In order to define the AF for the TB-based MIMO radar, the most common

scenario of far-field targets and narrow-band waveforms has been consid-

ered. In the context of the TB-based MIMO radar, the received signal of

a target with location vector p at the jth receive antenna element before

demodulation to the base band can be expressed as

r̃j(t,p) =
M∑

m=1

αmj s̃m(t− τmj(p)) exp{j2πfc(t− τmj(p))}+ z̃j(t) (3.16)

where αmj and τmj(p) are respectively the complex reflection coefficient of

the target and the two-way time delay resulting from the target position p,

both associated with the (m, j)th transmit-receive channel, s̃m(t− τmj(p))

is the time-delayed version of s̃m(t) defined in (3.15), fc is the operating

frequency, and z̃j(t) is the correspondingly observed noise.

Inserting (3.15) into (3.16) and incorporating the effect of target Doppler,

after demodulation to the based band, the received signal can then be

rewritten as

r̂j(t,Θ) =

√
E

K

M∑

m=1

K∑

k=1

αmjcmkφk(t− τmj(p)) exp{−j2πτmj(p)(fc + fmj(Θ))}

× exp{j2πfmj(Θ)t}+ zj(t) (3.17)

where fmj(Θ) is the target Doppler shift associated with the (m, j)th

transmit-receive channel, with the parameter Θ used for brevity denoting
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the set that consists of both the location and velocity parameters of the

target, and zj(t) is the noise signal observed at the jth receive antenna

element after demodulation, which is assumed to be white Gaussian with

power σ2z .

At the receive end, a bank of matched filters is applied to the received

signal based on the principle that the optimal detector is a filter matched

to a specific set of target parameters. For the TB-based MIMO radar

studied here, the received signal r̂j(t,Θ) in (3.17) is matched to each of the

original waveforms {φk(t)}Kk=1 with a specific target parameter Θ′, denoted

by {φk(t,Θ′)}Kk=1. The match-filtered signal component associated with the

ith (1 ≤ i ≤ K) waveform can be expressed as

r̄ji(Θ,Θ′) =

∫
r̂j(t,Θ)φ∗i (t,Θ

′) dt

=

√
E

K

M∑

m=1

K∑

k=1

αmj

∫
cmkφk(t− τmj(p))φ∗i (t− τq(i)j(p′))

× exp{−j2πτmj(p)(fc + fmj(Θ))} exp{j2πτq(i)j(p′)(fc + fq(i)j(Θ
′))}

× exp{j2π(fmj(Θ)− fq(i)j(Θ′))t} dt+ z̄ji(t)

, r̄′ji
(
Θ,Θ′

)
+ z̄ji(t) (3.18)

where q(i) is the subscript that denotes the index of the equivalent transmit

phase center for the ith waveform, r̄′ji(Θ,Θ′) used for brevity stands for

the noise-free match-filtered signal, and z̄ji(t) is the corresponding noise.

The TB-based MIMO radar AF has been defined as the square of the

coherent summation of all noise-free match-filtered pairs {(j, i)}N,Kj=1,i=1 at

the output, which is mathematically expressed as

χ(Θ,Θ′) ,

∣∣∣∣∣∣

N∑

j=1

K∑

i=1

r̄′ji(Θ,Θ′)

∣∣∣∣∣∣

2

=

∣∣∣∣∣∣

√
E

K

N∑

j=1

K∑

i=1

M∑

m=1

K∑

k=1

αmj

∫
cmkφk(t− τmj(p))φ∗i (t− τq(i)j(p′))

× exp{−j2πτmj(p)(fc + fmj(Θ))} exp{j2πτq(i)j(p′)(fc + fq(i)j(Θ
′))}

× exp{j2π(fmj(Θ)− fq(i)j(Θ′))t} dt

∣∣∣∣∣∣

2

. (3.19)
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The above AF definition takes a complex form and has been simplified as

χ(Θ,Θ′) =

∣∣∣∣∣∣

N∑

j=1

K∑

i=1

M∑

m=1

αmj [R]mi(Θ,Θ′,C, j) exp{−j2πτmj(p)(fc + fmj(Θ))}

× exp{j2πτq(i)j(p′)(fc + fq(i)j(Θ
′))}

∣∣∣∣∣∣

2

. (3.20)

via introducing the matrix R ∈ CM×K whose (m, i)th element is given by

[R]mi(Θ,Θ′,C, j) ,
√
E

K

K∑

k=1

cmk

∫
φk(t− τmj(p))φ∗i (t− τq(i)j(p′))

× exp{j2π(fmj(Θ)− fq(i)j(Θ′))t} dt. (3.21)

Remark 1. The AF expression in (3.20) consists of the square of summa-

tion terms, and each term involves two important components. One is the

match-filtered component conveyed by R in (3.21), representing the prop-

erties of waveforms (correlation levels together with Doppler tolerance).

The other is composed of the last two exponential terms in (3.20), standing

for the phase shift information introduced by target position and motions.

Remark 2. The AF expression in (3.20) can also be interpreted as follows.

The mth transmit antenna emits a compound signal resulting from the K

initially orthogonal waveforms windowed by the elements of the mth row

of C. Moreover, the properties of the initial K waveforms are transformed

to those of the compound signals launched from the M antennas after ap-

plying the TB strategy. This interpretation highlights the most significant

difference between the TB-based MIMO radar AF and the conventional

MIMO radar AF.

Remark 3. The phase shift information in (3.20) is useful for evaluating

coherent processing properties introduced by the array geometry and the

radar configuration. With the proper design of the TB matrix C and

the transmit phase centers, the AF expression in (3.20) can serve as a

generalized AF for existing radar configurations.

The AF expression in (3.20) has been further simplified into the following

compact form

χ
(
Θ,Θ′

)
=
∣∣aH

R(Θ)aR

(
Θ′
)∣∣2∣∣aH

T(Θ)R(∆τ,∆fd,C)aTE

(
Θ′
)∣∣2 (3.22)
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via the matrix R(∆τ,∆fd,C) ∈ CM×K whose (m, i)th element is given by

[
R
]
mi

(∆τ,∆fd,C) =

√
E

K

K∑

k=1

cmk

∫
φk(t)φ

∗
i (t−∆τ) exp{j2π∆fdt}dt

(3.23)

and three steering vectors (i.e., the transmit, receive, and equivalent

transmit ones) defined respectively as follows

aT(Θ) ,
[
exp
{
ũT(Θ)qT,1

}
, . . . , exp

{
ũT(Θ)qT,M

}]T (3.24)

aR(Θ) ,
[
exp

{
ũT(Θ)qR,1

}
, . . . , exp

{
ũT(Θ)qR,N

}]T (3.25)

aTE(Θ) ,
[
exp
{
ũT(Θ)qTE,1

}
, . . . , exp

{
ũT(Θ)qTE,K

}]T
. (3.26)

Here, ∆τ , τ(p)−τ(p′), ∆fd , f(Θ)−f(Θ′), ũ(Θ) , j2π(fc + f(Θ))u(Θ)/c

with u(Θ) being the unit-norm directional vector pointing from the trans-

mit/receive array to the target identified by the parameter Θ and c being

the speed of light, and {qT,m}Mm=1, {qR,n}Nn=1, and {qTE,k}Kk=1 are the an-

tenna element locations of the transmit array, receive array, and equivalent

transmit phase centers in 3D Cartesian coordinate system, respectively.

The effect of the target reflection coefficient αmj has been ignored (or

equivalently, normalized to 1) in (3.22). It does not affect the AF since the

contributions associated with the transmit-receive channels to the AF are

constant at any time t for the case of far-field targets and narrow-band

waveforms. These contributions remain constant even for the scenario

with multiple pulses and inter-pulse varying target reflection coefficients,

provided that no range folding occurs.

Introducing the matrix χ(∆τ,∆fd) ∈ CK×K whose (k, k′)th element is

defined by

[χ]kk′(∆τ,∆fd) =

∫
φk(t)φ

∗
k′(t−∆τ) exp{j2π∆fdt}dt (3.27)

and using (3.23), the AF in (3.22) has been finally rewritten as

χ
(
Θ,Θ′

)
=
E

K

∣∣aH
R(Θ)aR

(
Θ′
)∣∣2∣∣aH

T(Θ)Cχ(∆τ,∆fd)aTE

(
Θ′
)∣∣2 (3.28)

where the parameters ∆τ and ∆fd depend on Θ and Θ′. One simulated

example of the TB-based MIMO radar AF is shown in Fig. 3.3.
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(a) 3D view

(b) 2D views

Figure 3.3. The TB-based MIMO radar AF versus delays and Doppler. Here M = 8,
N = 8, E = M , and K = 4 single-pulse waveforms of code length 512 have
been used: The pulse width, time-bandwidth product, and sampling rate
are Tp = 60µs, BTp = 256, and fs = 2B, respectively. The TB matrix C is
designed by focusing transmit energy within [−15◦, 15◦] with a 10◦ transition
band on both sides and absolute normalized sidelobe levels lower than 0.38.
The AF mainlobe has been normalized to 0 dB. (a) 3D view of AF and (b) 2D
views of the AF. Low AF sidelobes are obtained in the Doppler-delay domain
using the TB-based MIMO radar AF, and they spread rather than focus. The
Doppler sidelobes are relatively high because of no controling.
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3.2.3 Relationship with existing AFs

A. Relationship with Woodward’s AF

The last product term in the AF expression in (3.28) implies that the orig-

inal transmit steering vector aT(Θ) ∈ CM×1 is transformed to ãT(Θ) ,
CHaT(Θ) ∈ CK×1, and both the transformed and equivalent transmit steer-

ing vectors impact the Woodward’s AF matrix for the K waveforms (auto-

and cross-AFs). Equivalently, it can be understood that the Woodward’s

AFs are windowed by the joint effect of coherent processing gains and

equivalent transmit phases. To be specific, the AF quantity [χ]kk′(∆τ,∆fd)

associated with the kth and k′th waveforms is windowed by the product

of the kth coherent processing gain (quantified by aH
T(Θ)ck) and the k′th

phase term of aTE(Θ′).

B. Relationship with the conventional MIMO radar AF

If the number of waveforms K increases to M , C is simply equal to the

identity matrix IM ∈ CM×M , and the equivalent transmit phase centers

are chosen as positions of the M transmit antennas, then the AF in (3.28)

becomes the following form

χMIMO

(
Θ,Θ′

)
=

E

M

∣∣aH
R(Θ)aR

(
Θ′
)∣∣2∣∣aH

T(Θ)χ(∆τ,∆fd)aT

(
Θ′
)∣∣2 (3.29)

which takes the same form as the AF in [11] except for the magnitude term

that represents the general expression of transmit power allocation for

the conventional MIMO radar, and they become identical when E = M .

Moreover, the AF in (3.28) is compatible with the conventional MIMO

radar with K uniform subarrays [27] if C is properly designed as a block

diagonal matrix and the phase centers of the subarrays are chosen.

C. Relationship with the PA radar AF

If the number of waveforms K decreases to 1, C shrinks to a single beam-

forming vector that is denoted by w, and the equivalent transmit phase

center is chosen as the position of a reference transmit antenna element,

then the AF in (3.28) takes the following form

χPA

(
Θ,Θ′

)
= E

∣∣aH
R(Θ)aR

(
Θ′
)∣∣2∣∣aH

T(Θ)wχ(∆τ,∆fd)
∣∣2 (3.30)
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where χ(∆τ,∆fd) is Woodward’s AF for the only waveform in PA radar,

and the equivalent transmit phase center is a scalar with unit modulus.

3.2.4 Significance

Since the newly defined TB-based MIMO radar AF establishes connections

with existing AFs, it therefore can serve as a generalized AF form for which

the PA and conventional MIMO radar AFs are important special cases.

The common characteristics of the TB-based MIMO radar AF and existing

AFs are that they are all developed on the basis of Woodward’s AF and

their definitions are related to the match-filtered outputs.

When it comes to the comparison with the “square-summation-form”

MIMO radar AF in [132], the TB-based MIMO radar AF uniquely incorpo-

rates the phase shift information introduced by the array geometry and the

relative motion between the target and the antenna array. Moreover, the

TB-based MIMO radar AF evaluates the square of the sum of all auto- and

cross-AFs for the K waveforms, which potentially leads to lower relative

sidelobe levels than the “square-summation-form” MIMO radar AF. This

advantage results from the inherent structure of the AF expression and

the waveform orthogonality that has been used.

3.3 “Clear region” analysis

The “clear region” of an AF denotes the volume-clearance area in its

Doppler-delay domain that is free of sidelobes. In the following, the “clear

region” analysis for the TB-base MIMO radar AF is reviewed.

The Siebert’s self-transform property for Woodward’s AF given by the

following equality [137]

|χ(σ, ν)|2 =

∫∫ ∞

−∞
|χ(τ, fd)|2exp{−j2πντ + j2πfdσ} dτ dfd (3.31)

has been used to conduct the analysis, where σ and ν are two introduced

variables. Based on this property, the self-transform of the TB-based

MIMO radar AF χ(Θ,Θ′) can be expressed as

f(σ, ν) =

∫∫ ∞

−∞
χ
(
Θ,Θ′

)
exp{−j2πν∆τ + j2π∆fdσ}d∆τ d∆fd. (3.32)
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It generally cannot be guaranteed that f(σ, ν) is non-negative since the

expansion of χ(Θ,Θ′) normally contains negative terms, which disobeys

the non-negative condition required by (3.31). To tackle this issue and see

how large the maximum achievable “clear region” of the TB-based MIMO

radar AF is, the derivation of the “clear region” bounds have been resorted,

and two limiting cases that both enable f(σ, ν) to be non-negative have

been identified.

The first limiting case has considered only the squared AF terms in the

expansion of (3.28), which has been shown to lead to the smallest “clear

region” and the highest relative sidelobe levels. We term this case as the

“worst” case. In contrast, the second limiting case has ignored the cross-AF

components in the expansion of (3.28), which has been shown to lead to the

largest “clear region” of the TB-based MIMO radar AF. We name this case

as the “best” case. However, it can never be reached due to multi-waveform

transmission in the TB-based MIMO radar.

The actual maximum achievable “clear region” of the TB-based MIMO

radar AF is in between of the bounds for both limiting cases, and it depends

on the level of the non-squared terms of the AF expansion windowed by

coherent processing gains and equivalent transmit phase terms.

3.3.1 Worst-case bound

We first define the volume of the TB-based MIMO radar AF over the

integration region A as

VTB(A) ,
∫∫

A
χ
(
Θ,Θ′

)
d∆τ d∆fd. (3.33)

To find the maximum achievable sidelobe-free area in the Doppler-delay

domain for the worst case, the following relaxed volume conditions with

respect to the auto- and cross-AFs




∫∫
A |[χ]jj(τ, fd)|2 dτ dfd '

∫∫
(0,0)

|[χ]jj(τ, fd)|2 dτ dfd , Vj

∫∫
A |[χ]jk,j 6=k(τ, fd)|2 dτ dfd ' 0

(3.34)

are specified. For simplicity, the K waveforms are assumed to share the

same bandwidth and time duration here, which means that the integration

of the auto-AF for each waveform over the region A has a fixed volume V0,

i.e., Vj = V0, ∀j ∈ {1, . . . ,K}.
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Under the assumption that A is convex, symmetric around the origin,

and furthermore contains a delta function at the origin, the volume for the

worst case, denoted by V I
TB(A), satisfies the following inequality

V I
TB(A) >

1

4
C(A) lim

A′→0
V I′
TB

(
A′
)

=
1

4
C(A)

N2
(∑K

k=1

∑K
j=1|ΥkaTE(j)|2

)

∣∣aH
R(Θ)aR(Θ′)

∣∣2
(∑K

k=1|Υk|2
)VK

=
1

4
C(A)

N2K∣∣aH
R(Θ)aR(Θ′)

∣∣2VK (3.35)

where C(A) denotes the area of A, Υk , aH
T(Θ)ck stands for the kth coher-

ent processing gain, VK is the volume approximation for the worst-case

scenario after substituting (3.28) to (3.33), which is given by

VK =
E

K

∣∣aH
R(Θ)aR

(
Θ′
)∣∣2
(

K∑

k=1

|Υk|2
)
V0 (3.36)

and V I′
TB(A′) represents the transformation given as follows

V I′
TB

(
A′
)
,
∫∫

A′
χ
(
Θ,Θ′

)
ψ(∆τ,∆fd) d∆τ d∆fd

=
E

K

∫∫

A′

∣∣aH
R(Θ)aR

(
Θ′
)∣∣2

K∑

k=1

K∑

j=1

|ΥkaTE(j)|2

× [χ]∗kk(∆τ,∆fd)[χ]jj(∆τ,∆fd)Ψ(∆τ,∆fd)d∆τd∆fd (3.37)

with ψ(∆τ,∆fd) being any quadratically integrable function and Ψ(∆τ,∆fd)

being its Fourier transform. Here, the latter equality of (3.37) is derived

using the aforementioned Siebert’s self-transform property (3.31) and the

Parseval’s theorem.

Using (3.35) and considering the “η-clear” area (convex and symmetric)

associated with χ(Θ,Θ′) ≤ η, the worst-case “clear region” of the TB-based

MIMO radar AF is bounded by

CI
TB(A) ≤ 4VK

N2K

|aH
R(Θ)aR(Θ′)|2VK − 4η

(3.38)

if and only if

η <
N2KVK

4
∣∣aH

R(Θ)aR(Θ′)
∣∣2 . (3.39)
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3.3.2 Best-case bound

Under the same conditions as listed in the worst case, the volume for the

best-case, denoted by V II
TB(A), satisfies the following inequality

V II
TB(A) >

1

4
C(A) lim

A′→0
V II′
TB

(
A′
)

=
1

4
C(A)

N2
(∑K

k=1|Υk|2
)

∣∣aH
R(Θ)aR(Θ′)

∣∣2
(∑K

k=1|Υk|2
)VK

=
1

4
C(A)

N2

∣∣aH
R(Θ)aR(Θ′)

∣∣2VK (3.40)

where VK is the volume approximation for the best-case scenario that has

the same expression as in (3.36), and V II′
TB(A′) is the transformation that is

obtained similarly to (3.37) and takes the form

V II′
TB

(
A′
)
,
∫∫

A
χ
(
Θ,Θ′

)
ψ(∆τ,∆fd) d∆τ d∆fd

=
E

K

∫∫

A′

∣∣aH
R(Θ)aR

(
Θ′
)∣∣2

K∑

k=1

|Υk|2|[χ]kk(∆τ,∆fd)|2Ψ(∆τ,∆fd) d∆τ d∆fd.

(3.41)

Using (3.40) and considering the “η-clear” area (convex and symmetric)

associated with χ(Θ,Θ′) ≤ η, the best-case “clear region” of the TB-based

MIMO radar AF is bounded by

CII
TB(A) ≤ 4VK

N2

|aH
R(Θ)aR(Θ′)|2VK − 4η

(3.42)

if and only if

η <
N2VK

4
∣∣aH

R(Θ)aR(Θ′)
∣∣2 . (3.43)

3.3.3 Further analysis

The worst- and best-case “clear region” bounds in (3.38) and (3.42) are

related to the array configurations, and they are inversely proportional to

the quantity N2/|aH
R(Θ)aR(Θ′)|2. The largest bound for each occurs when

this quantity decreases to 1, as long as the η-level condition is guaranteed.

Both bounds are also related to the volume approximation VK in (3.36)
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which depends on the coherent processing gains obtained in the TB-based

MIMO radar through the TB matrix.

Under the condition specified in the previous subsection, the worst-case

bound has been shown to be independent of the coherent processing gains,

but it depends on (to be specific, is inversely proportional to) the number

of waveforms K. In this sense, it is similar to the case of the conventional

MIMO radar AF with K mutually orthogonal waveforms emitting from K

transmit antenna elements. In other words, the worst-case “clear region”

of the TB-based MIMO radar AF is inversely proportional to the number

of orthogonal waveforms (or beams) K, but not the number of transmit

antenna elements M . On the contrary, the best-case bound indicates that

the ideal “clear region” for the TB-based MIMO radar AF is independent of

the number of waveforms, and it is equivalent to the case of the PA radar

AF with single-waveform transmission.

Note that the maximum achievable “clear region” of the TB-based MIMO

radar AF differs from those obtained by the PA and conventional MIMO

radar AFs. The PA and conventional MIMO radars have their own fixed

forms of TB matrices and therefore result in constant volume approxima-

tions of VK under the specified conditions. The worst maximum achievable

“clear region” obtained by the latter is approximately 1/M of that obtained

by the former. However, the TB-based MIMO radar enables the maximum

achievable “clear region” of its AF to become varying within the range of

the two obtained bounds.

Note also that there exists a trade-off between the maximum achievable

“clear region” and the waveform diversity for the TB-based MIMO radar AF.

The reason is that a smaller number of waveformsK leads to a larger “clear

region” according to the worst-cased bound, but it reduces the waveform

diversity. Such trade-off can possibly be found through the evaluation of

the TB-based MIMO radar AF once the radar configuration and target

parameters are selected.

Finally, it is worth mentioning that large “clear region” under the “η-

clear” condition may be obtained for the TB-based MIMO radar AF. One

can resort to the range-Doppler sidelobes mitigation techniques such as

the receiver instrumental variable filter [60,245,246] applied at the receive

end. However, the attainable “clear region” depends on the exact level of
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sidelobe mitigation.

3.4 New TB design strategy

The existing TB strategies are typically designed on the basis of incor-

porating only the spatial information, which mainly contributes to the

zero-Doppler-delay cut of the TB-based MIMO radar AF. In order to gain

improvements from the perspectives of large “clear region” and good AF

shaping, we have proposed to control the relative sidelobe levels of the

TB-based MIMO radar AF by enforcing additional constraints on different

Doppler and delay bins when designing the TB matrix C. For example, if

the relative AF sidelobes within the Doppler SOI F and the delay SOI D

are kept below a certain level, the AF shaping based TB strategy can be

designed as follows

min
C

max
i

∥∥CHaT(θi)� aTE(θi)− d(θi)
∥∥, θi ∈ Ω, i = 1, . . . , I (3.44a)

s.t.
∥∥CHaT

(
θ̄j
)
� aTE

(
θ̄j
)∥∥ ≤ γ, θ̄j ∈ Ω, j = 1, . . . , J (3.44b)

∣∣∣aH
T

(
ϑ0, f

0
d

)
Cχ
(
(∆τ)p, (∆fd)q

)
aTE

(
ϑĩ, (fd)q

)∣∣∣ ≤ δ (3.44c)

(∆τ)p ∈D, p = 1, . . . , P

(∆fd)q ∈ F, q = 1, . . . , Q

ϑĩ ∈ Ω̃, ĩ = 1, . . . , Ĩ

aH
T

(
ϑ0, f

0
d

)
CaTE

(
ϑ0, f

0
d

)
= K (3.44d)

where ϑ0 and f0d are respectively the spatial angular vector and the

Doppler frequency of the target, d(θi) ∈ CK×1 is the presumed vector

that guarantees the TB property, Ω is the SOI approximated by I grids

of spatial directions, Ω and Ω̃ combine the continuum of the out-of-sector

region that lies outside Ω and the spatial region of interest for AF side-

lobe suppression using J and Ĩ grids of spatial directions, respectively,

{(∆τ)p ∈ D, p = 1, . . . , P} and {(∆fd)q ∈ F, q = 1, . . . , Q} are grids of de-

lay and Doppler used to approximate the SOIs D and F by finite numbers

of P and Q delay and Doppler bins, respectively, (fd)q , (∆fd)q + f0d , and δ

is the parameter of user choice that characterizes the sidelobe levels of the
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AF in the intersection of D, F, and Ω̃. Given the set of waveforms and the

parameters ((∆τ)p, (∆fd)q), p ∈ {1, . . . , P} and q ∈ {1, . . . , Q}, the matrix

χ((∆τ)p, (∆fd)q) in (3.44) can be easily obtained from (3.27).

Here in the proposed TB design (3.44), the objective function ensures

transmit energy focusing towards the SOI, the first and second constraints

deal with the beampattern sidelobe mitigation outside the spatial SOI and

the control on AF sidelobes for the Doppler and delay regions of interest,

and the third is the energy constraint enforced to the TB matrix C. We

show a simulated example of TB-based MIMO radar AF associated with

the proposed TB design in Fig. 3.4.
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(a) 3D view of the AF

(b) 2D views of the AF

Figure 3.4. The TB-based MIMO radar AF (versus angles and Doppler) associated with
the proposed TB design (3.44). Here M = 8, N = 8, E = M , and K = 4

single-pulse waveforms of code length 512 have been used: The pulse width,
time-bandwidth product, and sampling rate are Tp = 60µs, BTp = 256, and
fs = 2B, respectively. The spatial SOI is [−15◦, 15◦], and a 10◦ transition band
on both sides is assumed. Other parameters are: γ = 0.1, δ = 0.3, ϑ0 = 0,
f0
d = 0. The AF mainlobe has been normalized to 0 dB. (a) 3D view of AF

and (b) 2D views of the AF. The relative sidelobe levels of AF in sub Doppler
domain [−30 kHz,−18 kHz]∪ [18 kHz, 30 kHz] along the spatial direction θ = 0◦

are suppressed to below −38 dB, which demonstrates the trade-off between
Doppler and spatial processing in the TB-based MIMO radar.
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4. Spatial and/or temporal adaptive
processing in clutter and jamming
suppression

Clutter mitigation and jammer suppression are two problems that play

critically important roles in radar signal processing [247–252]. The radar

system radiates energy towards special directions where potential targets

are located using some transmission strategies and completes the goals of

target detection and corresponding parameter estimation in terms of the

echoes that has been received. The backscattered radar signal, which can

be reflected from the land or ocean surface, specific barriers in the probing

environment, clouds and hailstones, etc., is referred to as clutter [170],

[171, ch. 3], [253, ch. 2].

In essence, the clutter can be calculated as a superposition of signals

backscattered from multiple point-like scatters in the environment, with

each one having its own independent spatial and Doppler information.

Some clutter generated from particular environments such as grass, ocean,

and atmosphere can even show statistics with specific distributions deter-

mined by measurements.

The radar system also receives signals radiated from interfering sources

such as hostile jamming stations, communication (or other radar) sys-

tems using the same frequency band, and other non-intentional disrupt

radiations. These non-radar radiated signals, especially the intentional

and deliberate transmissions or retransmissions of amplitude, phase, fre-

quency, or otherwise modulated intermittent, or other type signals such

as noise, transmitted with the purpose of impairing, deceiving, exploiting,

masking, or degrading the radar receive system, is referred to as jammer

[253, ch. 24], [254, ch. VIII].

There exist many types of jamming signals. In general, they can be di-

69



Spatial and/or temporal adaptive processing in clutter and jamming suppression

vided into two categories of active or passive jammers from the perspective

of radiating sources. From the interfering manner standpoint, they can

also be divided into two categories of suppressive and deceptive jammers.

The common jammer examples include (barrage, spot, or swept) noise

jamming, chaff, decoy, and various deceptive jammers. In radar signal

processing, the aforementioned jamming measures are usually taken by

hostile forces for degrading the performance of electromagnetic systems,

and they are termed as electronic countermeasure (ECM) [255,256].

In some radar literature, the radar-radiation-resulted clutter is known as

“cold clutter”, while the multipath interference such as terrain-scattered

jamming is known as “hot clutter” [247–251]. Normally, potential targets

are severely submerged in the hot and/or cold clutter as well as jamming

environment, and the resulting problem is that both the clutter and jammer

have detrimental effect on radar functions of detecting ranges, estimating

velocities, and tracking targets, unless efficient mitigation techniques are

put into effect. Consequently, the implementation of clutter and jammer

suppression, synchronously or sequentially, becomes necessary in radar

signal processing.

Under the condition that potential target(s) can be separated from clut-

ter and jamming signals through spatial direction or Doppler frequency,

the one-dimension (1D) spatial or temporal processing is sufficient to

accomplish the clutter and jammer mitigation goal. The corresponding

techniques include (element-space) beamforming, beamspace processing,

and Doppler processing, possibly with robustness and adaptiveness [170].

Once the targets cannot be separated through 1D spatial or temporal

processing, the 2D STAP has to be used. The principle of STAP is to

adaptively or dynamically adjust the 2D space-time filter response so that

the output SINR can be maximized in order to improve the target detection

performance [173,174]. Depending on the application that is studied, the

1D spatial/temporal and 2D STAP techniques can involve fast-time and

slow-time domains which respectively correspond to range and Doppler

bins. Essentially, all existing clutter and jammer mitigation techniques

boil down to 1D or multi-dimension filter processing.

Over the past several decades, the problems of clutter mitigation and

jammer suppression have been fully studied and significant progress has
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been achieved, especially due to the rapid development of PA radar tech-

nology [175, 257–264]. Nonadaptive techniques, however, turn out to be

uncompetitive since the clutter and jamming signals are normally varying

and uncertain. Many well known techniques, such as Wiener filtering

[263,264], generalized sidelobe canceler (GSC) [258], MVDR beamforming

[213], STAP, etc., have been developed with adaptiveness and/or robustness

during the past forty years.

The aforementioned adaptive techniques can face the difficulty of heavy

computational complexity in the case of large spatial and temporal data

size, which triggers the developments of RD and RR algorithms [170–173,

260]. In radar signal processing, the RD and RR strategies are particularly

necessary for the large-dimensional STAP due to the limitation of fully

adaptive STAP in real-time applications. Towards this end, partially adap-

tive STAP [170, ch. 4], [264], element/beamspace pre-Doppler/post-Doppler

STAP [170, ch. 5, ch. 6], and knowledge-aided STAP [174] techniques

have been devised. Among various different applications, the study of

clutter and jammer suppression in the context of airborne radar system

has attracted significant interest.

The difficulty of clutter mitigation increases in particular when the radar

array is downward looking. In this situation, the airborne radar system

faces strong homogeneous or heterogeneous clutter echoes from the ground

and objects therein. In general, the subspace of homogeneous clutter is

related to the array aperture and can be estimated and identified. It

enables and accelerates the developments of RD and RR strategies for

airborne clutter mitigation. The well known Brennan’s rule [175] provides

the earliest proof for the clutter rank estimation in conventional radar

signal processing.

As for the jamming, though dependent on the radar platform that is

exploited, the existence of the jammer inevitably aggravates the difficulty

of clutter and jammer suppression further. Indeed, many subtopics around

airborne radar clutter and jammer suppression, for example, the beam-

pattern design, pulsed operation, effect of range and Doppler ambiguities,

imaging, and ground moving target indication (GMTI), have been conse-

quently investigated. The corresponding classical algorithms that have

been developed include principal component inverse (PCI) [265], cross-
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spectrum metric (CSM) [260], joint domain localized (JDL) processing

techniques [259], etc.

As the concept of MIMO radar emerged and its potential advantages over

conventional PA radar were discovered, researchers started to investigate

the issue of clutter and jammer suppression for MIMO radar. Technically,

almost all the clutter and jammer suppression techniques developed for the

conventional PA radar can be applied to MIMO radar directly or after some

slight modifications. Then the relevant research question is that whether

a better clutter and jammer suppression can be achieved by exploiting the

MIMO radar configuration. To answer this question, many studies have

been conducted during the last decade. We refer interested readers to the

overview on MIMO radar clutter and jammer suppression in Chapter 2.

One important reason for performing such study is that MIMO radar,

compared to PA radar, is capable of providing more DOFs introduced by

the transmit waveform and/or beamspace diversities [2, 15]. It enables

extended (equivalent) array aperture [23]. If necessary, the long integration

time can also be used, which enables us to have more flexibilities to filter

out clutter and jammer subspace with little effect on the output SINR.

The potential advantage is that it may achieve the superiority that the

PA radar can never reach without any additional cost on hardware. In

particular, the flexibly adjustable design of TB strategies in MIMO radar

may allow to improve the clutter and jammer suppression performance

from the standpoint of coherent processing gain.

Another important reason for studying the impacts of MIMO radar config-

uration on clutter mitigation and jammer suppression is that MIMO radar

enables improved spatial resolution and enhanced parameter identifiabil-

ity performance [9], which can improve the possibility of distinguishing

the potential target from clutter and jamming signals. When it comes to

the GMTI application, the superiority becomes that a better minimum

detectable velocity (MDV) can be attained [16].

However, the clutter mitigation and jammer suppression problems in the

context of MIMO radar are challenging. The extra DOFs introduced by

the MIMO radar increase the rank of the clutter and jamming subspace,

making the suppression techniques more complicated with higher com-

plexity. Moreover, the challenge is also to deal with the multiple-waveform
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transmission in MIMO radar. Note that waveforms which are absolutely or-

thogonal to each other at any time lag do not exist [146], and the non-ideal

orthogonality of waveforms leads to mismatches after pulse compression.

Consequently, the clutter rank in the covariance matrix associated with a

given single Doppler cell is increased for some particular waveforms, which

can also degrade the performance of GMTI applications.

The above-mentioned challenges stimulate us to develop advanced tech-

niques for MIMO radar clutter and jammer suppression, and if possible,

to make use of the unique characteristics and capabilities of MIMO radar.

Towards this end, we conduct the clutter mitigation and jammer suppres-

sion for MIMO radar using spatial and/or temporal adaptive processing

techniques.

The results to be reviewed mainly focus on the aspects listed as follows.

1. Build the generalized signal model adapting to multiple radar config-

urations and meanwhile considering the effect of waveforms.

2. Develop possibly efficient spatial processing techniques by virtue of

the unique spatial structure of MIMO radar.

3. Devise simple robust spatial processing techniques that facilitate

estimating the DOA and the power of interfering sources.

4. Find spatial and temporal adaptive processing techniques in the

context of the TB-based MIMO radar.

4.1 Generalized signal model

Let us start by considering the TB-based MIMO radar configuration, where

the radar is equipped with a transmit array of M and a receive array of N

antenna elements. Both arrays are colocated so that they lead to a mono-

static setup which shares an identical spatial angle for a far-field target.

Without loss of generality, we assume that K (K ≤ M ) transmit beams

are synthesized by means of the TB matrix C ∈ CM×K . Moreover, let us

denote φ(t) = [φ1(t), . . . , φK(t)]T ∈ CK×1 as the vector of envelopes for the

transmitted waveforms at the given fast time t, with each waveform having

unit energy within one slow-time pulse interval of duration Tp. Ideally,

these K transmitted waveforms are expected to be mutually orthogonal at
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any time lag.

The general space-(fast and slow) time signal model for the vector of the

receive array observations, denoted by x(t, τ) ∈ CN×1, can be expressed as

x(t, τ) = xt(t, τ) + xc(t, τ) + xj(t, τ) + xn(t, τ) (4.1)

where t and τ denote respectively the fast- and slow-time indices, and

xt(t, τ) ∈ CN×1, xc(t, τ) ∈ CN×1, xj(t, τ) ∈ CN×1, and xn(t, τ) ∈ CN×1

stand for the received signals of the target, clutter, jammer, and noise,

respectively, which are assumed to be uncorrelated to each other.

The received target and backscattered radar clutter signals can be re-

spectively expressed as

xt(t, τ) =

√
E

K
αtDt(τ)

((
CHa(θt)

)T
φ(t− ζ0)

)
b(θt) (4.2)

xc(t, τ) =

√
E

K

Nc∑

i=1

ξiDi(τ)
((

CHa(θi)
)T
φ(t− ζ0)

)
b(θi) (4.3)

where E is the transmit energy, ζ0 is the fast-time delay of the range of

interest consisting of Nc patches, θt and θi, αt and ξi, and Dt(τ) and Di(τ)

are the pairs of spatial angles, complex reflection coefficients, and Doppler

shifts for the target and the ith clutter patch, respectively, and a(θ) and

b(θ) are the transmit and receive array steering vectors, respectively.

The received jamming observations can be expressed as

xj(t, τ) =
J∑

j=1

P∑

p=1

βj,psj(t− ζ0 − ζp, τ)b(ϑj,p) (4.4)

where {sj(t, τ)}Jj=1 is the set of J arbitrarily independent jamming signals,

with each assumed to propagate through P independent paths that are

caused by direct, specular and diffuse scatters, ζp is the fast-time delay

of the pth path, βj,p and ϑj,p are the magnitude of the jth jamming signal

propagated through the pth path and the corresponding spatial angle,

respectively. In addition, the received noise observation is assumed to be

white and Gaussian distributed.

At the receiving end, a filterbank that consists of the K transmitted

waveforms is used for extracting the waveform characteristics from the

received data x(t, τ). After extracting (i.e., match-filtering) the receive data
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at the fast-time index ζ and then stacking the results into a column vector,

the output at the receiver, denoted by y(ζ, τ) ∈ CKN×1, can be expressed as

y(ζ, τ) = vec
(∫

Tp
x(t, τ)φH(t− ζ) dt

)

, yt(ζ, τ) + yc(ζ, τ) + yj(ζ, τ) + yn(ζ, τ) (4.5)

where yt(ζ, τ) ∈ CKN×1, yc(ζ, τ) ∈ CKN×1, yj(ζ, τ) ∈ CKN×1, and yn(ζ, τ) ∈
CKN×1 are respectively the match-filtered target, clutter, jamming, and

noise components expressed as

yt(ζ, τ) =

√
E

K
αtDt(τ)u(θt, ζ)⊗ b(θt) (4.6)

yc(ζ, τ) =

√
E

K

Nc∑

i=1

ξiDi(τ)u(θi, ζ)⊗ b(θi) (4.7)

yj(ζ, τ) =
J∑

j=1

P∑

p=1

βj,pηj,p(ζ, τ)⊗ b(ϑj,p) (4.8)

and

yn(ζ, τ) = vec

(∫

Tp

xn(ζ, τ)φH(t− ζ) dt

)
. (4.9)

Here, u(θ, ζ) ∈ CK×1 and ηj,p(ζ, τ) ∈ CK×1 are respectively the synthesized

beamspace steering vector with consideration of the waveform effect that

is characterized by the waveform covariance matrix Rφ(ζ) ∈ CK×K and

the match-filtered jamming signal component, which take the forms given

as follows

u(θ, ζ) , RT
φ(ζ)CHa(θ) (4.10)

Rφ(ζ) ,
∫

Tp

φ(t)φH(t− ζ + ζ0) dt (4.11)

ηj,p(ζ, τ) ,
∫

Tp

sj(t− ζ0 − ζp, τ)φ∗(t− ζ) dt (4.12)

Note that (4.5) serves as a generalized signal model. Given properly

designed beamspace matrix C for u(θ, ζ), the explicit expressions for the

target and clutter models in (4.6) and (4.7) can be adapted to the PA, MIMO,

TB-based MIMO, and many other possible monostatic radar configurations.
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4.2 Jammer suppression via space-(fast) time adaptive processing
in MIMO radar

Let us take the conventional MIMO radar for example, i.e., choose K = M

and C = IM in the generalized signal models (4.6)–(4.9). The interest here

is to study the suppression of the terrain-scattered jammer, or to be specific,

to study the barrage noise jamming suppression in MIMO radar. Such

jammer suppression is not supposed to affect the stationarity of clutter so

that a subsequent procedure of cascaded clutter mitigation can be applied.

In order to study the effect of matched filtering on jamming signals, the

temporal cross-correlations and space-time covariance matrix with respect

to a certain transmitted waveform after matched filtering have been de-

rived in Publication III. The characteristic of the derived match-filtered

jamming signals have been used in developing SFTAP techniques for

the terrain-scattered jammer suppression. Moreover, both the waveform-

introduced range sidelobes and stationarity of cold clutter over different

pulse intervals have been considered in the proposed SFTAP designs.

4.2.1 Effect of matched filtering on the correlations of jamming signals

The barrage noise jamming signals sj(t, τ), j = 1, . . . , J are independently

generated from stationary white random processes. Therefore, it is nec-

essary to first perform correlation analysis on the match-filtered vector

ηj,p(ζ, τ) in (4.8) since it is the only term determining the correlation prop-

erty of the jamming components.

The analysis has shown that the temporal cross-correlation matrix of

ηj,p(ζ, τ), denoted by Rη
j,p,j′,p′(ζ, ζ

′, τ, τ ′) ∈ CM×M , can be derived as

Rη
j,p,j′,p′

(
ζ, ζ ′, τ, τ ′

)
, E

{
ηj,p(ζ, τ)ηHj′,p′

(
ζ ′, τ ′

)}

= E
{∫∫

Tp
sj(t− ζ0 − ζp, τ)s∗j′

(
u− ζ0 − ζp′ , τ ′

)
φ∗(t− ζ)φT

(
u− ζ ′

)
dt du

}

= Sj(fc)δjj′δττ ′R
T
φ

(
ζp − ζp′ + ζ ′ − ζ + ζ0

)
(4.13)

where Sj(fc) is the jamming PSD at carrier frequency fc, and δjj′ and δττ ′

are both Kronecker delta functions.

The significance of (4.13) is that it establishes the relationship with the

waveform covariance matrix after matched filtering. Given the jamming
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signal, the temporal correlation matrix in (4.13) for a fixed pulse is guar-

anteed to be nonzero once the term ζp − ζp′ + ζ ′ − ζ is equal to zero. Such

temporal correlation analysis is the foundation for further analyzing the

space-time covariance matrix of the match-filtered jamming components.

On the basis of the above result, the space-time covariance matrix of the

match-filtered jamming components, denoted by Rj(ζ, ζ
′, τ, τ ′) ∈ CMN×MN ,

has been derived as

Rj

(
ζ, ζ ′, τ, τ ′

)
, E

{
yj(ζ, τ)yH

j

(
ζ ′, τ ′

)}

=

J∑

j=1

J∑

j′=1

P∑

p=1

P∑

p′=1

βj,pβ
∗
j′,p′R

η
j,p,j′,p′

(
ζ, ζ ′, τ, τ ′

)
⊗
(
b(ϑj,p)b

H
(
ϑj′,p′

))

= Sj(fc)δττ ′
J∑

j=1

P∑

p=1

P∑

p′=1

βj,pβ
∗
j,p′R

T
φ

(
ζp − ζp′ + ζ ′ − ζ + ζ0

)
⊗
(
b(ϑj,p)b

H
(
ϑj,p′

))
.

(4.14)

The result in (4.14) enables us to quantify the effect of matched filtering

in MIMO radar on the jamming components. Note that the jamming

signals after matched filtering remain to be uncorrelated over the slow-

time domain in MIMO radar. However, their correlation levels over the

fast-time domain have been changed, and the corresponding extent is

related to the frequency of multipath occurrence. The analysis here implies

that the terrain-scattered jamming in MIMO radar can be suppressed by

means of properly designed SFTAP techniques.

4.2.2 Space-(fast) time adaptive processing designs

The analysis of jamming components after matched filtering shows that the

correlations in spatial and fast-time domains exist, which can be exploited

for the purpose of terrain-scattered jammer suppression. Since the clutter

signals are correlated in slow-time domain, the mitigation of them has to

be cascaded with the suppression of jamming signals if the problem size is

not allowed to increase significantly. In this case, the key technical issue

is to keep the clutter stationarity over slow-time domain after conducting

the jammer suppression. The potential benefit of doing so is that a direct

slow-time Doppler processing can then be used.

Towards this end, two SFTAP designs have been proposed. The first one
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has been shown to lead to a close-form solution, which has been formulated

as the following optimization problem

min
w(τ)

wH(τ)Rjnw(τ) (4.15a)

s.t. wH(τ)st(θt) = 1 (4.15b)

wH(τ)Rc(τ)w(τ)

wH(0)Rc(τ)w(0)
= 1 (4.15c)

wH(τ)ũ(ζ0, θt) = 0 (4.15d)

where st(θt) ∈ CMNQ×1 is the target steering vector with Q fast-time taps

exploited, w(τ) ∈ CMNQ×1 and R(τ) ∈ CMNQ×MNQ are respectively the

adaptive weight vector and the clutter covariance matrix for the τth (first

index starting from 0) slow-time pulse, Rjn ∈ CMNQ×MNQ is the jammer-

pulse-noise covariance matrix, and

ũ(ζ0, θt) ,
[
0,uT(ζ0 + 1, θt), . . . ,u

T(ζ0 +Q− 1, θt)
]T ⊗ b(θt) (4.16)

with u(ζ, θt) defined in (4.10).

Note that (4.15) deals with the SFTAP design problem for each trans-

mitted pulse since the Doppler information of clutter signals changes over

slow-time domain. The clutter stationarity is guaranteed by the constraint

(4.15c), and the attenuation of range sidelobes is enabled by (4.15d). The

close-form solution to (4.15) is given by

w(τ) = (Rjn + λRc(τ))−1v(ζ0, θt)
(
vH(ζ0, θt)(Rjn + λRc(τ))−1v(ζ0, θt)

)−1
e

(4.17)

where v(ζ0, θt) , [st(θt), ũ(ζ0, θt)], e , [1, 0]T, and λ is determined by the

smallest eigenvalue of the matrix R
−1/2
c (τ)RjnR

−1/2
c (τ)/

(
wH(0)Rc(τ)w(0)

)

that is supposed to be positive definite. The solution (4.17) is valid only

when the matrix inverse in (4.17) exists. In practice, the clutter and

jamming-plus-noise covariance matrices have to be estimated. We can also

resort to the estimation strategies developed in the conventional PA radar,

for example, the methods in [250] and references therein.

The second SFTAP design has been proposed on the basis of the first one.

It allows for a larger feasibility set through relaxation of the latter two
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constrains in (4.15), and therefore, can avoid the possibility of non-existing

solution to (4.15). Mathematically, it has been formulated as

min
w(τ)

wH(τ)Rjnw(τ) (4.18a)

s.t. wH(τ)st(θt) = 1 (4.18b)

‖wH(τ)R1/2
c (τ)−wH(0)R1/2

c (τ)‖ ≤ ε (4.18c)

∣∣wH(τ)ũ(ζ0, θt)
∣∣ ≤ γ (4.18d)

where ε ≥ 0 is the parameter that bounds the difference of clutter distor-

tions after adaptive processing, and γ ≥ 0 is the parameter of user choice

characterizing the worst acceptable range sidelobe mitigation levels.

Once either of the two proposed SFTAP designs is applied to the received

data of the MIMO radar, the slow-time adaptive Doppler processing can

therefore be performed.

4.3 Joint clutter mitigation and jammer suppression in the
TB-based MIMO radar

If higher computational complexity is permitted by the hardware of radar

system, the clutter mitigation and jammer suppression can be conducted

at the same time. In this case, the proposed SFTAP design needs to be

expanded to space-(fast and slow) time adaptive processing, i.e., the 3D

STAP comes into effect.

The motivation here is to investigate the joint clutter mitigation and

terrain scattered jammer suppression problem in the context of the TB-

based MIMO radar. Provided that the clutter and jammers can be well

suppressed simultaneously, we have the opportunity to additionally en-

joy and efficiently exploit the benefits of transmit processing gain and

waveform diversity obtained by the TB-based MIMO radar.

The key issue here is to formulate the 3D STAP problem for the TB-based

MIMO radar and then develop efficient techniques for solving the problem.

Such study also triggers the clutter rank analysis since the configuration

of the TB-based MIMO radar differs from that of the PA and conventional

MIMO radar configurations. Therefore, the interest is also to explore the
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clutter rank for the sake of developing simple and computationally efficient

3D STAP algorithms.

In the following, the results reported in Publication IV are reviewed.

4.3.1 3D STAP design

The joint clutter mitigation and jammer suppression in the TB-based

MIMO radar has been formulated as the following 3D STAP problem

min
w

wHRyw

s.t. wHst
(
Q, fs(θt), fd(θt)

)
= 1 (4.19)

where Ry ∈ CQLKN×QLKN is the clutter-jammer-plus-noise covariance ma-

trix (calculated viaQ fast-time and L slow-time taps), and st
(
Q, fs(θt), fd(θt)

)

is the steering vector of the target expressed as

st
(
Q, fs(θt), fd(θt)

)
, eQ ⊗ d(θt)⊗ u

(
θt, Q

)
⊗ b(θt) (4.20)

with Q , (Q+ 1)/2, eQ ∈ CQ×1 being a vector of all zeros except the Qth

entry replaced by 1, and fs(θt) and fd(θt) being the spatial and Doppler

frequencies of the target, respectively.

The 3D STAP problem (4.19) leads to the following MVDR solution

w =
R−1

y st
(
Q, fs(θt), fd(θt)

)

sHt
(
Q, fs(θt), fd(θt)

)
R−1

y st
(
Q, fs(θt), fd(θt)

) (4.21)

which can cause heavy computational burden if we directly calculate the

QLKN -dimensional matrix inverse. Therefore, the issue of efficiently

computing the solution (4.21) has to be further studied, which is to be

reviewed in the following subsections.

4.3.2 Rank analysis of the TB strategy enabled clutter

In the TB-based MIMO radar, the TB matrix C ∈ CM×K is normally de-

signed in advance, which mainly depends on the knowledge of the SOI. The

possible byproduct of applying the TB matrix is the attenuation of sidelobe

levels and the possibility of flexibly choosing the beamspace dimension

K, provided that the illuminating beams guarantee the coverage over the

whole SOI.
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(a) Spectrum with clutter subspace only
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(b) Spectrum with clutter and jammer space

Figure 4.1. Clutter spectrum with and without the presence of jamming subspace in the
TB-based MIMO radar. Here M = 16 transmit and N = 5 receive antenna
elements are used, K = 4 transmit beams are synthesized for the coverage of
SOI [10◦, 25◦], and L = 5 slow-time pulses are exploited. The clutter to noise
ratio (CNR) and jammer to noise ratio (JNR) are both set to 50 dB.

Since the clutter results from the radar radiated signals, the spatial

structure of it is partially determined by the TB matrix C. When clutter

mitigation is taken into consideration in the TB-based MIMO radar, the

clutter subspace can be expanded and therefore become difficult to separate

from the jammer-plus-noise space because of the TB strategy. In this case,

the difficulty of developing efficient 3D STAP technique is even increased.

A simulated example of the clutter spectrum with and without the presence

of jamming subspace in the context of the TB-based MIMO radar is shown

in Fig. 4.1. It can be seen that the cold clutter ridge concentrates on the

region of SOI, meaning that more cold clutter energy is focused because

of the TB strategy. When the jamming subspace is present, the region of
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SOI is completely contaminated, and all the Doppler frequencies of this

region are occupied. Moreover, the clutter ridge spreads at a certain extent,

meaning that the potential target can be submerged in the harsh hybrid

clutter.

To alleviate the restriction, the TB strategy that enables an approxima-

tion of linear phase rotations among transmit beams has been proposed

as a valid approach. Mathematically, the desired approximation can be

expressed as

CHa(θb) ' g(θb) ,
[
ejµ1(fs(θb)), . . . , ejµK(fs(θb))

]T
, b = 1, . . . , B (4.22)

where µi(fs(θb)), i = 1, . . . ,K are the uniform linear functions of the spatial

frequency fs(θb) and B is the number of angular grids for SOI approxi-

mation. The meaning of (4.22) is to simply enforce approximately the

structure of linear phase in the pseudo-element space spanned by g(θb).

Hence, the well-known Brennan’s rule on clutter rank estimation can be

used for analyzing the rank of the TB enabled clutter subspace.

The clutter covariance matrix, denoted by Rc ∈ CQLKN×QLKN , has been

shown to have a block diagonal structure, and its rank is characterized by

the quantity rc given as follows

rc , QdN + ρ(K − 1) + η(L− 1)e (4.23)

where ρ denotes the ratio between the synthesized transmit aperture

(associated with g(θ)) and the receive one and η stands for the ratio be-

tween radar movement within one pulse and the neighbor receive antenna

element space.

There may exist other good TB strategies that even enable lower clutter

rank. However, it is hard/impossible to come up to an a priori best choice

of the TB strategy in general because many other aspects have to be

simultaneously considered, such as the out-of-sector sidelobe attenuation

extent, the mainlobe ripples, etc.

For the jamming studied here, its covariance matrix, denoted by Rh ∈
CQLKN×QLKN , has been found to take the following form

Rh = RQ ⊗ (ILK ⊗RN ) (4.24)

where RQ ∈ CQ×Q is the fast-time Toeplitz cross-correlation matrix de-

pendent on the bandwidth of the jamming signal, and RN ∈ CN×N is a
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spatial covariance matrix of the jamming multipath. The matrix Rh has

been shown to generally have the rank of QLK times that of RN , and it

has also been shown to have Q×Q space-(slow) time diagonal blocks.

The noise covariance matrix, denoted by Rz̃ ∈ CQLKN×QLKN , generally

has full rank and takes the form Rz̃ = σ2zR̃Q⊗ILKN with R̃Q ∈ CQ×Q being

the fast-time cross-correlation matrix of noise caused by range sidelobes.

4.3.3 Computationally efficient 3D STAP method

Recall that the solution (4.21) to the 3D STAP problem needs calculating

the inverse of the high-dimensional clutter-jammer-plus-noise covariance

matrix. To tackle this difficulty, a computationally efficient method for

obtaining the 3D STAP weight vector has been proposed in Publication IV,

whose main ideas are summarized as follows.

The inverse of the original covariance matrix has been developed into

several parts that involve both the inverse of the jammer-plus-noise covari-

ance matrix and the inverse of clutter-related matrices. The calculation of

the former inverse has exploited the special structure of the jammer and

noise covariance matrices, while the calculation of the latter inverses have

exploited the results of the clutter rank analysis and has manipulated with

the clutter subspace. Specifically, using the theory of clutter rank approx-

imation, the latter clutter-related matrix inverses have been converted

to simple calculations with respect to the receive data observations and

the jammer-plus-noise covariance matrices. As a result, the calculation

of the original QLKN -dimensional matrix inverse has been simplified

into the calculations of lower-dimensional matrix inverse as well as some

matrix-vector products.

In the proposed 3D STAP method, the covariance matrix estimation

has also been performed. It is worth noting that the jammer-plus-noise

covariance matrix can be estimated by switching the radar system to the

mode of passive receiving. For the terrain-scatter jamming signals studied

here, the jammer-plus-noise covariance matrix can be estimated efficiently

in this way because the jamming signals are wide-sense stationary over

the temporal domain. Here, we show the simulated SINR performance

of the proposed 3D STAP algorithm as well as its superiority over the
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Figure 4.2. The SINR performance versus normalized Doppler frequencies. Here M = 16

transmit and N = 5 receive antenna elements are used, K = 4 transmit
beams are synthesized, and L = 5 slow-time pulses are exploited. The SNR,
CNR, and JNR are set to 0 dB, 50 dB, and 50 dB, respectively. The mark
“Optimal” in difference cases means that the output SINRs are calculated
using known clutter and jammer covariance matrices.

conventional MIMO STAP in Fig. 4.2.

4.4 Spatial adaptive processing for powerful jammer suppression
in MIMO radar

The interest here is to investigate the possible capability of MIMO radar

on powerful jammer suppression using only spatial processing techniques.

The clutter signals are secondary in this study, therefore, are classified

as signals from interfering sources. In this case, the signal model of

clutter is similar to that of desired targets. Hence, the general models

in (4.6) and (4.7) for both the target and clutter have been combined (see

(4.25) in the following), and the Doppler information and sidelobes of

waveform correlations after matched filtering therein have been ignored.

The remaining parameters in the general models have been chosen as

E = M and C = IM .
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4.4.1 Reduced dimensional beamspace designs

Let us assume that L targets including the desired and interfering sources

are present in the background of noise. In the presence of J powerful

jammers, the simplified signal model can be expressed as

y(τ) =

L∑

l=1

αl(τ)v(θl) +

J∑

j=1

βj(τ)ṽ(θj) + z̃(τ) (4.25)

where βj(τ) is the signal of the jth jammer, θj is the presumed spatial

angle associated with the jth jammer, and v(θl) and ṽ(θj) are the virtual

steering vectors of the lth target and the jth jammer, respectively.

The following scenario is of interest here. That is, the desired targets are

assumed to be located within the SOI where powerful jamming sources

are also present. Both the targets and jammers may even have the same

spatial angles, while the interfering sources are located outside the SOI.

In general, both the in-sector jamming and the out-of-sector interfering

sources are unknown.

Let B ∈ CMN×D be the RD beamspace matrix that transforms the origi-

nal data vector y(τ) ∈ CMN×1 to a new data vector of length D, denoted by

ỹ(τ) ∈ CK×1, which is expressed in the following form

ỹ(τ) = BHy(τ) (4.26)

whose covariance matrix is expressed as

Rỹ , E
{
ỹ(τ)ỹH(τ)

}
= BHE{y(τ)yH(τ)}B

, BHRyB (4.27)

where Ry ∈ CMN×MN denotes the covariance matrix of the original re-

ceived data y(τ).

The main idea of conducting RD beamspace designs is to preserve desired

signal energy received within the SOI, and to simultaneously attenuate

the energy of the in-sector jamming and out-of-sector interfering sources.

The essential meaning of these RD beamspace processing techniques is to

significantly reduce the computational burden and meanwhile to achieve

good suppression performance.

Technically, a quiescent response beamspace matrix denoted by Bq, which

ensures the preservation of energy received within the desired SOI, has
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been achieved by exploiting certain beamspace design techniques. For

example, the spheroidal sequences based methods [184,266] can be used

to implement transmit energy focusing. Then, the robust/adaptive RD

beamspace processing has been proposed, aiming at preserving the de-

sired signal components while suppressing the in-sector powerful jammers

and/or filtering out the interfering components that come from the outside

of SOI. Trade-offs between the in-sector source distortion and the out-of-

sector source attenuation have been made while imposing a constraint

used to nullify the jammers.

A. The first beamspace design

The first solution is to upper-bound the acceptable difference between the

desired and quiescent response beamspace matrices while maximizing

the worst-case in-sector jammers suppression. Additionally, the out-of-

sector sidelobes can be kept below a certain level to insure interference

attenuation. The corresponding optimization problem can be written as

min
B

max
i

∥∥BHṽ(θi)
∥∥, θi ∈ Ω, i = 1, . . . , Q

s.t. ‖B−Bq‖F ≤ ε
∥∥BHv

(
θ̄k
)∥∥ ≤ γ, θ̄k ∈ Ω̄, k = 1, . . . ,K (4.28)

where ε > 0 is the parameter that bounds the in-sector signal distortion

caused by the beamspace matrix B as compared to Bq, γ > 0 is the param-

eter of the user choice that characterizes the worst acceptable out-of-sector

attenuation, Ω̄ combines a continuum of all out-of-sector directions, and

{θi ∈ Ω, i = 1, . . . , Q} and {θ̄k ∈ Ω̄, k = 1, . . . ,K} are grids of angles used

to approximate the SOI Ω and the out-of-sector Ω̄ by finite numbers Q and

K of directions, respectively.

B. The second beamspace design

An alternative robust approach is to minimize the difference between the

desired and quiescent response beamspace matrices while keeping the

in-sector jammers suppression higher than a certain desired level and, if

needed, keeping the out-of-sector attenuation to an acceptable level. Hence,
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Figure 4.3. Normalized beamspace attenuation versus angles using the third design
(4.30). Here M = 16 transmit and N = 8 receive antenna elements and
beamspace dimension of D = 7 are exploited. The SOI is Ω = [10◦, 25◦] and
the out-of-sector area is Ω̄ = [−90◦, 0◦] ∪[35◦, 90◦]. Four interfering sources
are located at θ = −35◦, −20◦,−5◦, and 50◦, respectively, with interference-
to-noise ratio (INR) set to 40 dB. The powerful jammers are assumed to be
uniformly distributed within the SOI spaced 1◦ apart from each other, whose
jammer-to-noise ratio (JNR) is set to 50 dB. Other parameters are: γ = 0.2,
δ = 0.1, and ε = 1.467.

the corresponding optimization problem can be written as

min
B

‖B−Bq‖F

s.t.
∥∥BHṽ(θi)

∥∥ ≤ δ, θi ∈ Ω, i = 1, . . . , Q

∥∥BHv
(
θ̄k
)∥∥ ≤ γ, θ̄k ∈ Ω̄, k = 1, . . . ,K (4.29)

where δ > 0 is the parameter that characterizes the worst acceptable level

of the jamming power radiation in the SOI Ω. The last set of constraints

in (4.28) and (4.29) are needed only if there are interfering sources located

in the out-of-sector area.

C. The third beamspace design

A third approach is to develop a data-adaptive beamspace design, which is

particularly important when the jammers and/or the interfering sources

are varying. In order to adaptively cancel out both types of sources, the

data-adaptive formulation can be developed by minimizing the output
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power of the transformed vector ỹ(τ), and the corresponding data-adaptive

beamspace design can be cast as

min
B

tr
{
BHRyB

}

s.t. ‖B−Bq‖F ≤ ε
∥∥BHṽ(θi)

∥∥ ≤ δ, θi ∈ Ω, i = 1, . . . , Q

∥∥BHv
(
θ̄k
)∥∥ ≤ γ, θ̄k ∈ Ω̄, k = 1, . . . ,K. (4.30)

Fig. 4.3 shows the performance of the third proposed RD beamspace

techniques on the attenuation of powerful jammers.

4.4.2 Robust beamforming designs

A. The first beamforming design

The first beamforming design is for the case when all the in-sector jammers

are known, for example, they may be estimated beforehand using certain

methods. To achieve the goal of jammer suppression, deep null notches

should be formed towards the spatial directions of the jammers while

maintaining distortionless response towards the direction of the target(s).

Thus, the corresponding optimization problem can be written as

min
w

wHRw (4.31a)

s.t. wHv(θt) = 1 (4.31b)

wHṽ(θj) = 0, j = 1, . . . , J (4.31c)

where R is the covariance matrix of the interference plus jammer and

noise and w is the designed beamforming weight vector.

B. The second beamforming design

The second beamforming design is based on the general case that the

in-sector jammers and the out-of-sector interfering sources are unknown.

Deep null notches should be formed towards all the possible directions

of the jammers and, if needed, the out-of-sector interfering source atten-

uation should be kept to an acceptable level. Hence, the corresponding
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optimization problem can be written as

min
w

wHRw (4.32a)

s.t. wHv(θt) = 1 (4.32b)

∣∣wHṽ(θi)
∣∣ ≤ δ, θi ∈ Ω, i = 1, . . . , Q (4.32c)

∣∣wHv
(
θ̄k
)∣∣ ≤ γ, θ̄k ∈ Ω̄, k = 1, . . . ,K (4.32d)

where the parameters used here are the same as used in the RD beamspace

designs in the previous subsection.

C. Power estimates of sources

The standard MVDR beamforming problem, i.e., the problem (4.31) without

the constraint (4.31c), yields the estimate of the source power σ20 as

σ20 =
1

vH(θt)R−1v(θt)
(4.33)

which is derived from its closed-form solution.

However, powerful jamming source that locates at the same direction

as the desired target results in severe performance degradation of the

standard MVDR beamforming technique. It becomes even worse when the

knowledge of v(θt) is imprecise because the standard MVDR beamformer

attempts to suppress the desired target as if it was an interfering source.

This happens in practice especially when there are array calibration errors

and mismatches between the presumed and actual target steering vectors.

The power estimates of sources have been started from deriving the

closed-form solution of a simplified version of the problem in (4.32). For

the sake of simplifying the derivation, the out-of-sector interfering source

attenuation constraint (4.32d) therein has been ignored. In this situation,

the optimization problem (4.32) without (4.32d) has been rewritten in the

following form

min
w

wHRw

s.t. wHv(θt) = 1

‖wHṼ‖∞ ≤ δ (4.34)

where Ṽ ∈ CMN×Q is constructed as Ṽ , [ṽ(θ1), . . . , ṽ(θQ)].
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Incorporating the mismatching information with the assumption that the

mismatch between the actual target steering vector v(θ) and the presumed

target steering vector v̄(θ) is bounded as ‖v̄(θ)− v(θ)‖2 ≤ ε, where ε is the

given parameter that characterizes the worst allowable mismatch. Using

also the fact that ‖wHṼ‖∞ ≥ ‖wHṼ‖/
√
MN , the optimization problem

(4.34) can be approximated by the following

min
w

wHRw

s.t. wHv̄(θt) = 1

‖wHṼ‖2 ≤ δ̃ (4.35)

where δ̃ , MNδ2 is the new parameter that characterizes the worst ac-

ceptable level of the in-sector jamming power radiation for the second

constraint in (4.34).

Until now, the method of Lagrangian multipliers can be resorted for

deriving a closed-form solution to (4.35), so that the power estimates of

sources can be obtained. In the following, the Lagrangian multipliers

based power estimates are briefly reviewed.

The Lagrangian of the optimization problem (4.35), denoted by L(w, λ, µ),

has been defined as

L(w, λ, µ) = wHRw + λ
(
‖wHṼ‖2 − δ̃

)
+ µ

(
−<
{
wHv̄(θt)

}
+ 1
)

(4.36)

where λ > 0 and µ are the real-valued Lagrange multipliers. After intro-

ducing RṼ , ṼṼH, it has been rewritten into the following form

L(w, λ, µ) = wHRw + λ
(
wHRṼw − δ̃

)
+ µ

(
−<
{
wHv̄(θt)

}
+ 1
)

(4.37)

which satisfies the inequality L(w, λ, µ) ≤ wHRw for any w in the feasible

set defined by the constraints in (4.35). The equality L(w, λ, µ) = wHRw

holds on the boundary of the feasible set.

Based on the Lagrangian above, the solution to (4.35) has been derived

in terms of two conditions. The first condition has been described by

v̄H(θt)R
−1RṼR−1v̄(θt)

[v̄H(θt)R−1v̄(θt)]
2 ≤ δ̃ (4.38)

which leads to the following solution

w̄ =
R−1v̄(θt)

v̄H(θt)R−1v̄H(θt)
. (4.39)
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While the second condition has been described by

v̄H(θt)R
−1RṼR−1v̄(θt)

[v̄H(θt)R−1v̄(θt)]
2 > δ̃ (4.40)

which leads to the solution given by

w̄ =

(
R + λ̄RṼ

)−1
v̄(θt)

v̄(θt)
H(R + λ̄RṼ

)−1
v̄(θt)

(4.41)

where λ̄ > 0 is the Lagrangian multiplier in (4.37) which can be obtained

numerically using any efficient searching algorithm.

Using the above two solutions (4.39) and (4.40), the power estimate has

been derived into the following generalized form

σ̄20 =
v̄(θt)

H(R + λ̄RṼ

)−1
R
(
R + λ̄RṼ

)−1
v̄(θt)[

v̄(θt)
H(R + λ̄RṼ

)−1
v̄(θt)

]2 (4.42)

which has also addressed the case under the first condition by switching λ̄

to zero. We refer readers to Publication VI for the details of drivations to

the results reviewed above. The corresponding beamforming performance

and power estimates of an simulated example are shown in Figs. 4.4 and

4.5, respectively.
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5. Aperiodic waveform design with
good correlation properties

Waveform or code design has been the research field of significance over

several decades. It is of crucial importance in many applications such as

radar signal processing [10,12,20,45,47,60,62,66,67,69,74,80,84–86,109],

active sensing [28,81,140], communications [22], etc. As the exact form of

signaling strategy, the characteristics of waveforms as well as their quality

can affect the system performance a lot. The technical developments

on waveform design, therefore, have always been driven by new coming

applications and their various purposes, making the research on waveform

design never to become complete.

The waveform or coding strategies have been studied and developed in

radar signal processing since the 1930s when the earliest radar system

started to emerge [85]. After that, waveforms have been fully explored

for radar, which leads to the publication of several books particularly for

radar signals [44, 46, 74, 84, 85]. Different types of waveforms or codes

such as frequency modulated and phase coded ones have been developed

over the past decades, among which the well-known examples include

the LFM, OFDM, Costa, Barker, P1, P2, P4, Zadoff-Chu, maximal length

sequence (also called M-sequence [48,49]), Kasami, and Gold waveforms

or sequences [44].

It has been widely realized that waveforms play an essential role in

radar signal processing since “excellent” waveforms can ensure higher

localization accuracy [7], enhanced resolution capability [60], and improved

delay-Doppler ambiguity of the potential target [19]. Moreover, waveforms

designed with robustness and/or adaptiveness can also guarantee the

low possibility of interception and the capability of dealing with harsh
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environments which involves heterogeneous clutter as well as active and

hostile jammers [45].

Since the concept of “MIMO” was introduced to radar from communi-

cation in 2004, the topic of waveform design has even attracted more

attention. The significant difference between MIMO radar waveform de-

sign and that of conventional radars lies in the waveform diversity, that

is, a set of waveforms with desirable properties has to be generated in the

context of the former.

For a large portion of the MIMO radar research, the harsh requirement,

in theory, is that the transmitted waveforms should be mutually orthog-

onal at each time lag in order to extract the information associated with

transmit diversity at the receiver. In other words, they are required to have

perfect auto- and cross-correlation properties with emitted waveforms mu-

tually uncorrelated to any time-delayed replica of them, which means that

the target located at the range bin of interest can be easily extracted after

matched filtering, while the sidelobes from other range bins are unable to

attenuate it. Although it is impossible to implement the absolute waveform

orthogonality, the auto- and cross-correlation levels of waveforms in MIMO

radar are preferred to be as low as possible. Poor correlation properties

result in the leakage of the match-filtered target and clutter energy to

neighboring range bins, in consequence, the SNR loss and range sidelobes

that significantly degrade MIMO radar performance occur.

The relevant question is that why we bother to devise complex approach

for generating the set of waveforms but not to simply use the off-the-shelf

ones with possibly slight modifications. For example, we can construct the

set of waveforms for MIMO radar from a family of balanced Gold codes [50]

generated by modulo-2 addition of two M-sequences. The answer is that it

is of significant interest and practical importance to design MIMO radar

waveforms with low aperiodic correlations, especially to design waveforms

with arbitrary phases and constant modulus at each of their elements. We

refer interested readers to the overview on correlation minimization based

waveform design in Chapter 2 for more details with respect to this issue.

Designing aperiodic poly-phase waveforms in MIMO radar is more dif-

ficult than designing periodic ones. The correlations of the latter are

symmetric with respect to time lags, and therefore, only half of them (with
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known locations) need to be considered. On the contrary, the entire correla-

tion sidelobes have to be dealt with for minimizing aperiodic correlations.

Furthermore, the correlation levels associated with the maximal-length

time lags on both sides (i.e., −p + 1 and p − 1 for code length p) can not

be minimized because of constant magnitude (always equal to one for uni-

modular waveforms). Despite difficult, the benefit introduced by aperiodic

waveform design is that they allow arbitrary phase values for any code

length and any number of waveforms in the set. This potentially enables

more DOFs, and thus, larger feasibility set for the waveform design prob-

lem. When a larger search space (or feasible region) is available, there

are more possibilities for finding a better solution to the waveform design

problem that is normally non-convex than it would be by searching within

a fixed discrete/binary set only.

The main concern of designing aperiodic unimodular waveforms with

good correlation properties for MIMO radar is the computational com-

plexity of the developed algorithms. As reviewed in Chapter 2 for the

correlation minimization based MIMO radar waveform designs, the algo-

rithms devised for the non-convex design problems often resort to iterative

procedures. Hence, the main interest turns out to be the reduction of

both the computational burden per iteration and the number of itera-

tions required for convergence. In other words, algorithms that show fast

convergence speed/rate and have low complexity need to be developed.

The additional difficulty is that the problem size for waveform designs

in MIMO radar quickly grows to a large scale with the increase of code

length and the number of waveforms. However, they are typically non-

convex especially when difficult constraints are enforced, and therefore,

they cannot be solved by classical large-scale optimization algorithms

developed for convex problems with relatively simple objectives and con-

straints [267]. Although the analytical bounds on convergence rate may

be hard/impossible to derive even for some existing large-scale convex

optimization algorithms, designing algorithms with provably faster conver-

gence speed to tolerance than that of the other algorithms is possible and

of high practical importance.
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5.1 Problem formulation

Consider designing a set of M waveforms for a MIMO radar or communica-

tion system. Each waveform in the set is of code length P and has constant

modulus, and the M waveforms are expected to be mutually orthogonal.1

The whole waveform matrix, denoted by Y ∈ CP×M , is defined as

Y , [y1, . . . ,yM ] (5.1)

whose mth column ym ∈ CP×1 stands for the waveform vector launched

from the mth antenna of the MIMO radar or communication system. The

pth element of ym takes the following form

ym(p) = ejψm(p), m ∈ {1, . . . ,M}; p ∈ {1, . . . , P} (5.2)

where ψm(p) denotes the phase of the unimodular waveform element ym(p),

taking arbitrary value from the interval [−π, π]. When the number of

emitted waveforms M reduces to one, the waveform matrix Y becomes a

column vector of length P .

In order to evaluate the quality of the waveforms from the perspective

of correlation or sidelobe levels, the ISL and WISL metrics [67] can be

exploited. The ISL for the set of waveforms {ym(p)}M,P
m=1,p=1, denoted by ζ,

is given as

ζ =

M∑

m=1

P−1∑

p=−P+1
p6=0

|rmm(p)|2 +

M∑

m=1

M∑

m′=1
m′ 6=m

P−1∑

p=−P+1

|rmm′(p)|2 (5.3)

were

rmm′(p) ,
P∑

k=p+1

ym(k)y∗m′(k − p) =
(
rm′m(−p)

)∗

m,m′ ∈ {1, . . . ,M}; p ∈ {1, . . . , P − 1} (5.4)

is the cross-correlation between the mth and m′th waveforms at the pth

time lag. Note that the first term on the right-hand side of (5.3) is the su-

perposition of the auto-correlation levels, while the second term represents

the superposition of the cross-correlation levels of the waveforms.

1Absolutely orthogonal waveform set, i.e., orthogonal at any time lag, does not
exist. Here it means that the waveforms are expected to be as orthogonal as
possible.
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The WISL metric for the set of waveforms {ym(p)}M,P
m=1,p=1, denoted by ζw,

is given as

ζw =
M∑

m=1

P−1∑

p=−P+1
p6=0

γ2p |rmm(p)|2 +
M∑

m=1

M∑

m′=1
m′ 6=m

P−1∑

p=−P+1

γ2p |rmm′(p)|2 (5.5)

where {γp}P−1p=−P+1 are the corresponding weights for controlling the auto-

and cross-correlation levels associated with different time lags, which are

real-valued and symmetric, i.e., γp = γ−p,∀p ∈ {1, . . . , P − 1}. If the weight

γp equals zeros, it means that the correlation levels associated with the pth

time lag are not controlled. Note that the WISL metric ζw in (5.5) coincides

with the ISL metric ζ in (5.3) when all the ISL controlling weights take

value 1.

The objective of the waveform design problem then can be stated as syn-

thesizing unimodular and mutually orthogonal waveforms {ym(p)}M,P
m=1,p=1,

which have as good as possible correlation or weighted correlation levels.

In terms of the ISL metric in (5.3) and the WISL metric in (5.5), the

ISL and WISL minimization based unimodular waveform designs can be

written as the following optimization problems

min
Y

ζ

s.t. |ym(p)| = 1, m = 1, . . . ,M ; p = 1, . . . , P (5.6)

and

min
Y

ζw

s.t. |ym(p)| = 1, m = 1, . . . ,M ; p = 1, . . . , P (5.7)

respectively, where the constraints in each optimization problem ensure

the constant-modulus property for each waveform element, while the

mutual orthogonality of the waveforms is guaranteed by the corresponding

objective.

5.2 Fast unimodular waveform designs

This section reviews the solutions to the problems of the ISL and the WISL

minimization based unimodular waveform designs. These solutions are
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summaries of the results in Publications VII–IX. The MaMi technique is

exploited in solving both problems.

5.2.1 Fast ISL minimization based design—ISLNew

The ISL ζ in (5.3) sums up the power of all correlation terms (i.e., sidelobe

levels). In order to minimize this quantity which serves as the objective

in (5.6), proper transformations and other algebraic manipulations need

to be done to convert it into a simplified form. Specifically, we rewrite

the ISL into a compact matrix-expressed form, apply frequency-domain

transformations, and rewrite the ISL as a quartic form. Moreover, a quartic-

quadratic transformation is then applied to the obtained quartic form, in

which the MaMi technique is exploited twice. The devised strategy finally

results in a simple iterative algorithm for solving the non-convex problem

(5.6) of the ISL minimization based waveform design, with closed-form

solution of low complexity at each iteration.

In for following, the key transformations and algebraic manipulations

used for deriving the ISL minimization problem are briefly reviewed. Most

of the details can be found in Publications VII and IX.

Let

Rp ,




r11(p) r12(p) . . . r1M (p)

r21(p) r22(p) . . . r1M (p)

...
... . . . ...

rM1(p) . . . . . . rMM (p)




, p = −P + 1, . . . , 0, . . . , P − 1 (5.8)

be the waveform correlation matrices whose elements have been defined

in (5.4). In terms of Rp, the ISL ζ in (5.3) can therefore be rewritten in the

following compact form

ζ =

P−1∑

p=−P+1

‖Rp − P IMδp‖2. (5.9)

Despite taking a brief summation form that involves squared norms, (5.9)

is not a direct expression of the ISL ζ with respect to the overall waveform

matrix Y (or its simple stacking versions). Thus, a frequency-domain

transformation of (5.9) is needed. After the transformation and also after
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performing some derivations, the ISL ζ can be expressed as [66]

ζ =
1

2P

2P∑

p=1

∥∥˜̃y(ωp)˜̃y
H

(ωp)− P IM
∥∥2 (5.10)

where

˜̃y(ωp) ,
P∑

n=1

ỹne
−jωpn, ωp ,

2π

2P
p (5.11)

ỹn , [y1(n), . . . , yM (n)]T. (5.12)

Expanding the norm and using the fact that ˜̃y
H

(ωp)˜̃y(ωp) =
∥∥˜̃y(ωp)

∥∥2, the

ISL ζ in (5.10) can be further rewritten as

ζ =
1

2P

2P∑

p=1

(∥∥˜̃y(ωp)
∥∥4 − 2P

∥∥˜̃y(ωp)
∥∥2 + P 2M

)
. (5.13)

Introducing the vectors y ∈ CMP×1 and ap ∈ CP×1, and the matrix

Ap ∈ CMP×M , defined respectively as

y , vec(Y) =
[
yT
1 , . . . ,y

T
M

]T (5.14)

ap ,
[
1, ejωp , . . . , ej(P−1)ωp

]T
, p = 1, . . . , 2P (5.15)

Ap , IM ⊗ ap, p = 1, . . . , 2P (5.16)

and using the fact that ˜̃y(ωp) = AH
p y, the ISL ζ in (5.13) can be rewritten

as

ζ =
1

2P

2P∑

p=1

((
yHApA

H
p y
)2 − 2P

(
yHApA

H
p y
)

+ P 2M
)
. (5.17)

It is straightforward to see that the ISL in (5.17) now takes a direct form

with respect to y, in which the summation for the second term is constant,

i.e.,

2P∑

p=1

yHApA
H
p y = yH




2P∑

p=1

ApA
H
p


y = 2P‖y‖2 = 2MP 2 (5.18)

where the properties

2P∑

p=1

ApA
H
p = 2P IMP (5.19)

‖y‖2 = MP (5.20)
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are employed for deriving the second and third equalities. The details of

the proof can be found in Publication VII.

Ignoring the summations of the second and third terms in (5.17), which

are constant and therefore immaterial for optimization, the ISL minimiza-

tion based waveform design problem (5.6) can be rewritten as

min
y

2P∑

p=1

(
yHApA

H
p y
)2

s.t.
∣∣y(p′)

∣∣ = 1, p′ = 1, . . . ,MP (5.21)

where the summing components in the objective function are the squares of

a quadratic term with respect to y. As a result, the objective of (5.21) takes

a quartic form, to which the following quartic-quadratic transformation is

applied
2P∑

p=1

(
yHApA

H
p y
)2

=

2P∑

p=1

(
tr
{
ỸHApA

H
p

})2

=

2P∑

p=1

(
vec
(
Ỹ
))H

vec
(
ApA

H
p

)(
vec
(
ApA

H
p

))H
vec
(
Ỹ
)

=
(
vec
(
Ỹ
))H

Φ vec
(
Ỹ
)

(5.22)

where Ỹ ∈ CMP×MP and Φ ∈ CM2P 2×M2P 2 are newly introduced matrices,

respectively defined as

Ỹ , yyH (5.23)

Φ ,
2P∑

p=1

vec
(
ApA

H
p

)(
vec
(
ApA

H
p

))H
. (5.24)

The following equalities

yHApA
H
p y = tr

{
ỸHApA

H
p

}
=
(
vec
(
Ỹ
))H

vec
(
ApA

H
p

)
(5.25)

obtained from the elementary properties of the trace and vectorization

operations, have been used for deriving the equalities in (5.22).

Then, the facts therein, the problem (5.21) can be further rewritten as

min
Ỹ

(
vec
(
Ỹ
))H

Φ vec
(
Ỹ
)

(5.26a)

s.t. Ỹ = yyH (5.26b)

∣∣y(p′)
∣∣ = 1, p′ = 1, . . . ,MP. (5.26c)
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Note that the newly obtained objective (5.26a) takes a quadratic form with

respect to the intermediate matrix variable Ỹ.

In order to tackle the non-convex problem (5.26), we also do some alge-

traic manipulations with the quadratic-form objective and the associated

constraints, so that the optimization problem is converted to one that al-

lows for simple closed-form solutions. Toward this end, the MaMi technique

is used.

Before proceeding, the following general theoretical result used later is

presented.

Lemma 5.1. If a real-valued function f(x) with respect to complex variable

x is second-order differentiable, and there is a matrix G � 0 satisfying the

generalized inequality ∇2f(x) � G for all x, then for each point x0, the

following convex quadratic function

g(x) = f(x0) + <
{
∇Hf(x0)(x− x0)

}
+

1

2
(x− x0)

HG(x− x0) (5.27)

majorizes f(x) at x0.2

Proof. The proof is given in [126].

The following corollary will be needed.

Corollary 5.1.1. If f(x) takes a quadratic form, i.e., f(x) = xHQx, then

the following explicit function

g(x) =
1

2
xHGx + xH

0

(
1

2
G−Q

)
x0 + 2<

{
xH

(
Q− 1

2
G

)
x0

}
(5.28)

can serve as the majorant of f(x).

Proof. Substituting the explicit expressions of the quadratic function f(x)

and its gradient ∇f(x0) at x0, i.e., ∇f(x0) = 2Qx0, to (5.27), after some

straightforward algebraic manipulations , the majorant (5.28) is obtained.

One simple way for selecting the matrix G is to choose it as a diagonal

matrix such that the first summing term of (5.28) becomes constant. Here,

we choose G to be an identity matrix magnified by the largest eigenvalue

of Φ, i.e., G , λmax(Φ)IM2P 2 ∈ CM2P 2×M2P 2 . With such selection of G, the

2The one-dimension version of Lemma 5.1 appears in [268] as Theorem 3.1.
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generalized inequality G � Φ is guaranteed to hold. By means of (5.28),

we can obtain the majorant of the objective function (5.26a) as follows

g1
(
Ỹ, Ỹ(k)

)
= λmax(Φ)

2

(
vec
(
Ỹ
))H

vec
(
Ỹ
)

+
(
vec
(
Ỹ(k)

))H(λmax(Φ)
2 IM2P 2 −Φ

)

× vec
(
Ỹ(k)

)
+ 2<

{(
vec
(
Ỹ
))H(

Φ− λmax(Φ)
2 IM2P 2

)
vec
(
Ỹ(k)

)}

(5.29)

where Ỹ(k) , y(k)
(
y(k)

)H ∈ CMP×MP is obtained at the kth iteration with

y(k) , vec{Y(k)} ∈ CMP×1.

The first summing term on the right hand side of (5.29) is constant due

to the following facts

(
vec
(
Ỹ
))H

vec
(
Ỹ
)

= ‖y‖4 = M2P 2 (5.30)

λmax(Φ) = 2MP 2 (5.31)

where (5.30) is proved using the equalities

vec(Ỹ) = vec
(
yyH

)
= (yT ⊗ IMP )Hy. (5.32)

and the constant-modulus and mutual orthogonality properties of desired

waveforms, while the proof of (5.31) is given in the appendix of Publication

VII. Moreover, since Ỹ(k) and λmax(Φ) are known, the second summing

term is also known. These two constant terms are immaterial for optimiza-

tion. Therefore, ignoring them, the majorization problem for (5.26) can be

written as

min
Ỹ

(
vec
(
Ỹ
))H(

Φ−MP 2IM2P 2

)
vec
(
Ỹ(k)

)

s.t. Ỹ = yyH

∣∣y(p′)
∣∣ = 1, p′ = 1, . . . ,MP. (5.33)

Using the definition (5.24) and the properties (5.32) and also the equality

vec
(
ApA

H
p

)
=
(
AT
p ⊗ IMP

)H
vec
(
Ap

)
(5.34)

the objective function in (5.33), denoted hereafter as obja, can be expanded
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as

obja =
2P∑

p=1

(
yH(yT ⊗ IMP )

(
AT
p ⊗ IMP

)H
vec
(
Ap

)(
vec
(
Ap

))H(
AT
p ⊗ IMP

)

×
(
(y(k))T ⊗ IMP

)H
y(k)

)
−MP 2yH

(
yT ⊗ IMP

)(
(y(k))T ⊗ IMP

)H
y(k).

(5.35)

Applying the mixed-product property of the Kronecker product to obja in

(5.35), we can further derive the objective of (5.33) as

obja =
2P∑

p=1

yH
(
(yTA∗p)⊗ IMP

)
vec
(
Ap

)(
vec
(
Ap

))H((
AT
p (y(k))∗

)
⊗ IMP

)
y(k)

−MP 2yH
(
yT(y(k))∗

)
y(k). (5.36)

Here, it is straightforward to check that the equality

(
(yTA∗p)⊗ IMP

)
vec
(
Ap

)
= ApA

H
p y (5.37)

holds. Applying this equality to (5.36), we can rewrite the objective of

(5.33) as

obja =

2P∑

p=1

yHAp

(
(y(k))HApA

H
p y(k)

)
AH
p y −MP 2yH

(
y(k)(y(k))H

)
y

= yH
(
AΛ(k)AH −MP 2y(k)(y(k))H

)
y (5.38)

where the matrices A ∈ CMP×2MP and Λ(k) ∈ C2MP×2MP and the vector

µ(k) ∈ C2P×1 are defined as3

A , [A1, . . . ,A2P ] (5.39)

Λ(k) , diag
{
µ(k) ⊗ 1M

}
(5.40)

µ(k) ,
∣∣ÃHY(k)

∣∣21M (5.41)

respectively, with Ã , [a1, . . . ,a2P ] ∈ CP×2P .

Using (5.38), the problem (5.33) can be rewritten as

min
y

yH
(
AΛ(k)AH −MP 2y(k)(y(k))H

)
y

s.t.
∣∣y(p′)

∣∣ = 1, p′ = 1, . . . ,MP. (5.42)

3In (5.41), |·| is applied to a matrix argument, which means that the magnitude is
found for each element of the matrix, that is, the element-wise magnitude.
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Algorithm 1 The ISL Minimization-Based Algorithm—ISLNew
1: k ← 0, Y ← unimodular sequence matrix with random phases.

2: repeat
3: procedure ISLNEW

(
Y(k)

)

4: µ(k) =
∣∣ÃHY(k)

∣∣21M
5: v(k) = −Ã

(
µ(k) − 1

2

(
µ
(k)
max +M2P 2

)
12P

)

6: T(k) = T
{
v(k)

}

7: [Y]m,p = e
j·arg

(
[T(k)Y(k)]

m,p

)
, ∀m, ∀p

8: k ← k + 1

9: end procedure

10: until convergence

The objective function of (5.42) takes a quadratic form, which enables

us to apply the majorant (5.28) again. Substituting the matrix G ,
µ
(k)
maxAAH ∈ C2MP×2MP into (5.28), (5.38) can be majorized by

g2
(
y,y(k)

)
= 1

2µ
(k)
maxy

HAAHy + (y(k))H
(
MP 2y(k)(y(k))H

−A(Λ(k) − 1
2µ

(k)
maxI2MP )AH

)
y(k) + 2<

{
yH
(
A(Λ(k)

− 1
2µ

(k)
maxI2MP )AH −MP 2y(k)(y(k))H

)
y(k)

}
(5.43)

where the scaling factor µ(k)max , max
{
µ(k)

}
ensures that the generalized

inequality G � AΛ(k)AH holds.

The first two terms in (5.43) are constant due to the facts that

AAH =

2P∑

p=1

ApA
H
p = 2P IMP (5.44)

yHy = (y(k))Hy(k) = ‖y‖2 = MP (5.45)

where (5.44) follows from the structure of Ap and (5.45) results from the

mutual orthogonality and constant-modulus properties of designed wave-

forms. They are immaterial for optimization and can be ignored. Therefore,

we can further rewrite the majorized problem for (5.42) as

min
y

yH
(
A(Λ(k) − 1

2µ
(k)
maxI2MP )AH −M2P 3IMP

)
y(k)
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Figure 5.1. Convergence evaluations of algorithms developed for ISL minimization: Nor-
malized ISL values versus the number of iterations for M = 1 unimodular
waveform of code length P = 32. Here the lengends ’CAN’, ’ISLSong’ and
’ISLCui’ respectively stand for the corresponding algorithms developed in [66],
[105], and [121], and ‘ISLNew’ denotes the ISL minimization based algorithm
reviewed in this chapter.

s.t.
∣∣y(p′)

∣∣ = 1, p′ = 1, . . . ,MP. (5.46)

Using (5.45) again, the problem (5.46) can be equivalently rewritten as

min
Y

∥∥Y −T(k)Y(k)
∥∥

s.t. |[Y]m,p| = 1, m = 1, . . . ,M ; p = 1, . . . , P (5.47)

where the matrix T(k) , T
{
v(k)

}
∈ CP×P is a Hermitian Toeplitz matrix

constructed from the vector

v(k) , −Ã
(
µ(k) − 1

2

(
µ(k)max +M2P 2

)
12P

)
. (5.48)

The problem (5.47) has the following closed-form solution

[Y]m,p = exp
{
j · arg

([
T(k)Y(k)

]
m,p

)}
, ∀m, ∀p. (5.49)

Finally, the ISL minimization-based unimodular waveform design algo-

rithm is summarized in Algorithm 1. Fig. 5.1 shows the convergence speed

performance of the proposed Algorithm 1.

105



Aperiodic waveform design with good correlation properties

5.2.2 Computational complexity of ISLNew

In terms of the per iteration computational complexity of Algorithm 1, the

straightforward calculation of µ(k) according to (5.41) requires 2MP (P + 1)

operations, the calculation of v(k) costs 2P 2 operations, while computing

the matrix-to-matrix product T(k)Y(k) in (5.49) needs MP 2 operations.

Consequently, the total computations require (3M + 2)P 2 + 2MP oper-

ations. However, µ(k) and v(k) can be computed by means of the FFT at

the order of complexity O(MP logP ) and O(P logP ), respectively. Simi-

larly, using the Toeplitz structure of T(k), the product T(k)Y(k) can also

be calculated at a reduced complexity O(MP logP ), which is the highest

in Algorithm 1. Therefore, the order of computational complexity of Al-

gorithm 1 is O(MP logP ), which is nearly linear in the dimension of the

problem, as required in large-scale optimization.

5.2.3 Fast WISL minimization based design—WISLNew

The WISL in (5.5) can be written in the matrix form as follows

ζw = γ20‖R0 − P IM‖2 +
P−1∑

p=−P+1
p6=0

γ2p‖Rp‖ (5.50)

where Rp, p ∈ {−P + 1, . . . , P − 1} is defined in (5.8).

Expressing (5.50) in frequency domain yields [66]

ζw =
1

2P

2P∑

p=1

∥∥Ψ(ωp)− γ0P IM
∥∥2 (5.51)

where the weighted spectral density matrix Ψ(ωp) ∈ CM×M is defined as

Ψ(ωp) ,
P−1∑

p=−P+1

γpRpe
−jωpn, ωp ,

2π

2P
p. (5.52)

Let us define the weighting matrix Γ ∈ CP×P which has Toeplitz struc-

ture and is constructed by the weights {γp}P−1p=−P+1 as follows

Γ ,




γ0 γ1 . . . γP−1

γ−1 γ0
. . . ...

... . . . . . . γ1

γ−P+1 . . . γ−1 γ0




. (5.53)
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Using (5.53), Ψ(ωp) in (5.52) can be rewritten in the vector-matrix form as

Ψ(ωp) = YH(diag{ap})HΓdiag{ap}Y

= YH
(
(apa

H
p )� Γ

)
Y. (5.54)

Inserting (5.54) into (5.51), the WISL ζw can be expressed as

ζw =
1

2P

2P∑

p=1

∥∥YH
(
(apa

H
p )� Γ

)
Y − γ0P IM

∥∥2. (5.55)

Expanding the squared norm of (5.55) yields

ζw =
1

2P

2P∑

p=1

(∥∥YH
(
(apa

H
p )� Γ

)
Y
∥∥2 + γ20MP 2

− 2γ0P tr
{
YH
(
(apa

H
p )� Γ

)
Y
})

(5.56)

where the second term of (5.56) is constant, and the third one can be proved

to be constant by using the facts

2P∑

p=1

tr
{
YH
(
(apa

H
p )� Γ

)
Y
}

= tr



YH

(( 2P∑

p=1

apa
H
p

)
�Γ
)
Y





= 2P tr
{
YH(IP � Γ)Y

}
= 2γ0P‖Y‖2 = 2γ0MP 2. (5.57)

Here, the fact tr
{
YHY

}
= ‖Y‖2 = MP resulting from mutual orthogonal-

ity and constant modulus property of designed waveforms and also the fact
∑2P

p=1 apa
H
p = 2P IP are used.

Therefore, the second and third terms of (5.56) are immaterial for opti-

mization and can be ignored. With this observation, the WISL minimiza-

tion problem (5.7) can be rewritten as

min
Y

2P∑

p=1

∥∥YH
(
(apa

H
p )� Γ

)
Y
∥∥2 (5.58a)

s.t. |ym(p)| = 1, m = 1, . . . ,M ; p = 1, . . . , P. (5.58b)

Despite taking a quartic form with squared norm in (5.58a), the Hadamard

product of two matrices appears under the Frobenius norm there, and the

resulting matrix turns out to be complex. Directly expanding the squared

norm will not help us to rewrite (5.58a) into a proper quartic form with
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respect to y. Hence, we need to convert (5.58a) into an alternative quartic

form which allows us to apply the quartic-quadratic transformation.

Towards this end, we consider the eigenvalue decomposition of the weight-

ing matrix Γ, which in general may be indefinite expressed as

Γ =
K∑

k=1

λkqkq
H
k =

K∑

k=1

ukv
H
k (5.59)

where λk (real-valued) and qk are the kth eigenvalue and eigenvector,

respectively, uk and vk are respectively defined as

uk ,
√
λkqk (5.60)

vk ,
{

uk, if λk ≥ 0

− uk, otherwise
(5.61)

and K is the rank of Γ.

Inserting (5.59) into (5.58a) and expanding the Frobenius norm, the

objective function (5.58a), called hereafter as objb, can be rewritten as

objb =
2P∑

p=1

K∑

k=1

K∑

k′=1

∣∣∣(vk′ � ap)
HYYH(uk � ap)

∣∣∣
2
. (5.62)

Applying the property

YH(uk � ap) = (IM ⊗ (ap � uk))
Ty∗ (5.63)

which also holds if uk is replaced by vk′ , to (5.62) together with the mixed-

product property of the Kronecker product, the objective (5.58a) can be

rewritten as

objb =
2P∑

p=1

K∑

k=1

K∑

k′=1

∣∣yH
(
IM ⊗

((
apa

H
p

)
�
(
ukv

H
k′
)))

y
∣∣2

=
2P∑

p=1

K∑

k=1

K∑

k′=1

(
yH
((

ApA
H
p

)
� Γreal

kk′

)
y
)2

+
(
yH
((

ApA
H
p

)
� Γimg

kk′

)
y
)2

(5.64)

where Γreal
kk′ ∈ CMP×MP and Γimg

kk′ ∈ CMP×MP are both Hermitian matrices

defined as

Γreal
kk′ , IM ⊗

ukv
H
k′ + vk′u

H
k

2
(5.65)

Γimg
kk′ , IM ⊗

ukv
H
k′ − vk′u

H
k

2i
(5.66)
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with i ,
√
−1.

Utilizing (5.64), the problem (5.58) can be rewritten as

min
y

2P∑

p=1

K∑

k=1

K∑

k′=1

(
yH
((

ApA
H
p

)
� Γreal

kk′

)
y
)2

+
(
yH
((

ApA
H
p

)
� Γimg

kk′

)
y
)2

s.t.
∣∣y(p′)

∣∣ = 1, p′ = 1, . . . ,MP. (5.67)

The objective function in (5.67) takes a proper quartic form with respect

to y which enables us to apply the quartic-quadratic transformation and

design a fast algorithm on the basis of MaMi technique.

Similar to the quartic-quadratic transformation in (5.22), the objective of

(5.67), denoted for brevity as objc, can be rewritten as

objc =
2P∑

p=1

(
tr
{

ỸH
((

ApA
H
p

)
� Γreal

kk′

)})2
+
(

tr
{

ỸH
((

ApA
H
p

)
� Γimg

kk′

)})2

=
(
vec
(
Ỹ
))H

Φ̃ vec
(
Ỹ
)

(5.68)

where and Φ̃ ∈ CM2P 2×M2P 2 is defined as

Φ̃ , Φ̄� Γ̄ (5.69)

with

Φ̄ ,
2P∑

p=1

vec
(
ApA

H
p

)(
vec
(
ApA

H
p

))H (5.70)

Γ̄ ,
K∑

k=1

K∑

k′=1

vec
(
Γreal
kk′
)(

vec
(
Γreal
kk′
))H

+ vec
(
Γimg
kk′
)(

vec
(
Γimg
kk′
))H

. (5.71)

Utilizing (5.68), the optimization problem (5.67) can be rewritten as

min
Ỹ

(
vec
(
Ỹ
))H

Φ̃ vec
(
Ỹ
)

s.t. Ỹ = yyH

∣∣y(p′)
∣∣ = 1, p′ = 1, . . . ,MP (5.72)

where the objective takes a quadratic form, to which a majorant can be

applied.

Yet before applying the majorization procedure, we present the following

result that will be used later.
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Lemma 5.2. Given a set of N ×1 arbitrary complex vectors {dk}Kk=1 and an

N ×N arbitrary Hermitian matrix H, the following generalized inequality

K∑

k=1

(
dkd

H
k

)
�H � λmax(H)D (5.73)

holds, where D , diag
{∑K

k=1|dk(1)|2, . . . ,∑K
k=1|dk(N)|2

}
.

Proof. The proof is given in Publication VII.

Applying Lemma 5.2 by taking dk = vec
(
ApA

H
p

)
, H = Γ̄, and K = 2P ,

the following generalized inequality

Φ̄� Γ̄ � λmax

(
Γ̄
)
diag

{
Φ̄
}

(5.74)

is guaranteed, with λmax

(
Γ̄
)

= Mλ2max

(
Γ
)

(see Appendix A in Publication

VII for the proof). Note that for the majorization function computation it

is more efficient in terms of the computational complexity to approximate

λmax

(
Γ
)

by any matrix norm of Γ. In addition, the elements of Φ̄ on the

main diagonal equal either zero or 2P . For this reason, the matrix diag{Φ̄}
in (5.74) can be replaced with an identity matrix magnified by 2P without

disobeying the generalized inequality.

Using (5.28) by applying G , λΦ̃IM2P 2 with λΦ̃ , 2Pλmax

(
Γ̄
)

so that

G � Φ̃ is guaranteed, the objective of (5.72) can be majorized by

g̃1
(
Ỹ, Ỹ(k)

)
=

λΦ̃
2

(
vec
(
Ỹ
))H

vec
(
Ỹ
)

+
(
vec
(
Ỹ(k)

))H(λΦ̃
2 IM2P 2 − Φ̃

)

× vec
(
Ỹ(k)

)
+ 2<

{(
vec
(
Ỹ
))H(

Φ̃− λΦ̃
2 IM2P 2

)
vec
(
Ỹ(k)

)}
.

(5.75)

The first and second terms in (5.75) are constant because of the property

(5.30) and known Ỹ(k), which are therefore immaterial for optimization.

Ignoring these terms, (5.72) can be majorized by the problem

min
Ỹ

(
vec
(
Ỹ
))H(

Φ̃− λΦ̃
2 IM2P 2

)
vec
(
Ỹ(k)

)
(5.76a)

s.t. Ỹ = yyH (5.76b)

∣∣y(p′)
∣∣ = 1, p′ = 1, . . . ,MP. (5.76c)

To further simplify (5.76a), the following result that relates Hadamard

to Kronecker products is needed.
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Lemma 5.3. Given two matrices F and C of the same size N ×N and the

N × N2 selection matrix E =
[
Ē1, . . . , ĒN

]
with Ēn being the nth N × N

block matrix composed of all zeros except the nth element on the main

diagonal equaling 1, i.e., [Ēn]n,n = 1, the following equality

F�C = E(C⊗ F)EH (5.77)

holds. Under the condition that
√
N is an integer, Ēn can be decomposed as

Ēn = Êu(n) ⊗ Êv(n) (5.78)

where the matrices Êu(n) and Êv(n) are constructed in the same way as Ēn,

but have the reduced size
√
N ×

√
N , and

u(n) ,
⌊
n− 1√
N

⌋
+ 1, n = 1, . . . , N (5.79)

v(n) , mod
(
n− 1,

√
N
)

+ 1, n = 1, . . . , N (5.80)

are respectively the column and row indices of the element in a
√
N ×

√
N matrix corresponding to the unique linear index n in its column-wise

vectorization.

Proof. The proof of (5.77) appears in Lemma 1 of [269]. The remaining

results (5.78)–(5.80) are the elementary properties of the selection matrix.

The proof is complete.

Applying Lemma 5.3 by taking F = Φ̄, C = Γ̄, and N = M2P 2, and

inserting (5.69) into (5.76a), the objective function (5.76a), denoted for

brevity as objd, can be rewritten as

objd =
(
vec
(
Ỹ
))H(

E
(
Γ̄⊗ Φ̄

)
EH − λΦ̃

2 IM2P 2

)
vec
(
Ỹ(k)

)

=
(
vec
(
Ỹ
))H


M2P 2∑

n=1

M2P 2∑

n′=1

[
Γ̄
]
n,n′

ĒnΦ̄ĒH
n′


vec

(
Ỹ(k)

)

− λΦ̃
2

(
vec
(
Ỹ
))H

vec
(
Ỹ(k)

)
(5.81)

where the latter expression in (5.81) is obtained from expanding the Kro-

necker product in the prior one.
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Using (5.71) and (5.78), and applying the properties (5.32) and (5.34),

(5.81) can be further rewritten as

objd =

2P∑

p=1

M2P 2∑

n=1

M2P 2∑

n′=1

[
Γ̄
]
n,n′

yH
(
yT ⊗ IMP

)(
Êu(n) ⊗ Êv(n)

)(
AT
p ⊗ IMP

)H

× vec
(
Ap

)(
vec
(
Ap

))H(
AT
p ⊗ IMP

)(
Êu(n′) ⊗ Êv(n′)

)H(
(y(k))T ⊗ IMP

)H
y(k)

− λΦ̃
2 yH

(
yT ⊗ IMP

)(
(y(k))T ⊗ IMP

)H
y(k). (5.82)

Applying the property
((

yTÊu(n)A
∗
p

)
⊗ Êv(n)

)
vec
(
Ap

)
= Êv(n)ApA

H
p Êu(n)y (5.83)

and the mixed-product property of Kronecker product to (5.82), we obtain

objd = yH




2P∑

p=1

M2P 2∑

n=1

M2P 2∑

n′=1

[
Γ̄
]
n,n′

Êv(n)Ap

((
y(k)

)H
Êu(n′)

× ApA
H
p Êv(n′)y

(k)
)
AH
p Êu(n) − λΦ̃

2 y(k)(y(k))H
)

y

= yH
(
B(k) − λΦ̃

2 y(k)(y(k))H
)
y (5.84)

where y(k) , vec{Y(k)} and the Hermitian matrix B(k) ∈ CMP×MP consist-

ing of M2 blocks is defined as

B(k) ,




B
(k)
11 . . . B

(k)
1M

... . . . ...

B
(k)
M1 . . . B

(k)
MM



. (5.85)

Here, the (m,m′)th block element B
(k)
mm′ ∈ CP×P , denoted by

B
(k)
mm′ = 2PT

(
ρ
(k)
mm′ ,η

(k)
mm′

)
(5.86)

is a Toeplitz matrix whose first row and column respectively coincide with

the vectors ρ(k)mm′ ∈ CP×1 and η(k)mm′ ∈ CP×1, whose (p+ 1)th (0 ≤ p ≤ P − 1)

elements of are given by

ρ
(k)
mm′(p+ 1) ,





γ2p1
T
P−pUp

(
Z
(k)
mm′

)
, p ∈ Ω

0, p ∈ Ω̄

(5.87)

η
(k)
mm′(p+ 1) ,





γ2p1
T
P−pDp

(
Z
(k)
mm′

)
, p ∈ Ω

0, p ∈ Ω̄

(5.88)
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respectively, where Z
(k)
mm′ , y

(k)
m

(
y
(k)
m′
)H, and

Ω , {0} ∪ {p|γp 6= 0, p > 0} (5.89)

Ω̄ , {p|γp = 0, p > 0} (5.90)

are the set of non-negative indices associated with the non-zero ISL con-

trolling weights (always including index p = 0 for simplicity) and the

complementary set of Ω with the full set defined as [0, P − 1], respectively.

Note that the meanings of (5.87) and (5.88) are that the non-zero ele-

ments of ρ(k)mm′ and η(k)m,m′ are respectively expressed by the sum of the

off-diagonal elements in the upper and lower triangular parts of Z
(k)
mm′

magnified by γ2p . Using (5.87) and (5.88), the calculations for zero-valued

elements can be avoided. Note also that B
(k)
mm′ =

(
B

(k)
m′m

)H, therefore, only

the upper (or lower) triangular part of B(k) needs to be determined.

Considering that (5.84) takes a quadratic form, the majorant of (5.28)

can be applied again, where G , τ (k)IMP with τ (k) being a scaling factor,

such that G � Q is guaranteed for (5.28). Here, any norm of the following

matrix

Q(k) , B(k) − λΦ̃
2 y(k)(y(k))H (5.91)

can be used as an estimation for τ (k), for the reason that any norm of a

matrix serves as the upper bound on its the largest eigenvalue.

Using the above selection of G, the majorant of (5.84) can be written as

g̃2
(
y,y(k)

)
= τ (k)

2 yHy+(y(k))H
(
τ (k)+MPλΦ̃

2 IMP−B(k)
)
y(k)

+ 2<
{

yH
(
B(k) − τ (k)+MPλΦ̃

2 IMP

)
y(k)

}
. (5.92)

Similar to (5.43), the first two terms of (5.92) are constant and therefore

immaterial for optimization. Ignoring these two terms, we can express the

majorization problem for (5.76) as

min
y

yH
(
B(k) − τ (k)+MPλΦ̃

2 IMP

)
y(k)

s.t.
∣∣y(p′)

∣∣ = 1, p′ = 1, . . . ,MP. (5.93)

Due to the constant-modulus property of y, (5.93) is equivalent to

min
y

∥∥y − z(k)
∥∥2

s.t.
∣∣y(p′)

∣∣ = 1, p′ = 1, . . . ,MP (5.94)
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Algorithm 2 The WISL Minimization-Based Algorithm—WISLNew
1: k ← 0, y← unimodular sequence with random phases.

2: λΦ̃ , 2MPλ2max

(
Γ
)

3: repeat
4: procedure WISLNEW

(
y(k)

)

5:
Calculate ρ(k)mm′ , η

(k)
mm′ via (5.87) and (5.88),

m = 1, . . . ,M ;m′ = m, . . . ,M.

6:
B

(k)
mm′ =

(
B

(k)
m′m

)H
= 2PT

(
ρ
(k)
mm′ ,η

(k)
mm′

)
,

m = 1, . . . ,M ;m′ = m, . . . ,M.

7: Construct B(k) via (5.85)

8: τ (k) =
∥∥B(k) − 1

2λΦ̃y(k)(y(k))H
∥∥

9: z(k)=
(
1
2

(
τ (k) +MPλΦ̃

)
IMP −B(k)

)
y(k)

10: y(k+1)(p′) = ejarg(z(k)(p′)), p′ = 1, . . . ,MP

11: k ← k + 1

12: end procedure

13: until convergence

where z(k) ,
((
τ (k) +MPλΦ̃

)
IMP /2−B(k)

)
y(k). Finally, (5.94) can be

solved in closed form as

y
(
p′
)

= exp{j · arg
(
z(k)(p′)

)
}, p′ = 1, . . . ,MP. (5.95)

Reshaping the obtained waveform vector y into the matrix Y, the design-

ing procedure is completed. The WISL minimization-based unimodular

waveform design algorithm is summarized in Algorithm 2. Fig. 5.2 shows

the convergence speed performance of the proposed Algorithm 2, and

Fig. 5.3 shows the correlation properties of the WISL minimization based

waveform design.

5.2.4 Computational complexity of WISLNew

In order to find the computational complexity of Algorithm 2, we assume

that the set Ω consists of NP (0 < NP ≤ P ) elements. It can be seen that

both ρ(k)mm′ in (5.87) and η(k)mm′ in (5.88) can be calculated with at most NPP
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Figure 5.2. Convergence evaluations of algorithms developed for WISL minimization:
Normalized WISL values versus the number of iterations for M = 2 unimodu-
lar waveforms of code length P = 32. Here the lengends ’WeCAN’, ’WISLSong’
and ’WISLCui’ respectively stand for the corresponding algorithms developed
in [66], [105], and [121], and ‘WISLNew’ denotes the WISL minimization
based algorithm reviewed in this chapter.

operations if the covariance matrix Z
(k)
mm′ is given. The calculation of Z

(k)
mm′

costs P 2 operations. Note that we only need to perform calculations for the

subscripts m = 1, . . . ,M and m′ = m, . . . ,M , and then repeat the above

summarized calculations M(M − 1)/2 times. Finally, the calculation of

the vector z(k) needs M2P 2 operations. Consequently, the total number

of operations is upper bounded by ((3M2 − M)P 2 + (M2 − M)NPP )/2.

In other words, the computational complexity of Algorithm 2 is at most

O((M − 1)MP 2) which is smaller than quadratic in the problem size, and

therefore suitable for large-scale optimization.

5.2.5 Acceleration strategies

There exist accelerated schemes for MaMi, such as the squared iterative

method (SQUAREM) of [270], which can be straightforwardly applied to

speed up Algorithms 1 and 2. The SQUAREM scheme is an extension of

the scalar Steffensen type method [271], [272] to vector fixed-point itera-

tion empowered with the idea of “squaring” [273]. It is an “off-the-shelf”
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acceleration method that requires nothing extra to the parameter updating

rules of an original algorithm, except possibly the computationally cheap

projection to feasibility set, and it is guaranteed to converge [107,270].

Different stopping criteria can be employed in Algorithms 1 and and

2. For example, it can be the absolute ISL/WISL difference between the

current and previous iterations normalized by the initial ISL/WISL, or it

can be the norm of the difference between the waveform matrices obtained

at the current and previous iterations.

116



Aperiodic waveform design with good correlation properties

-1
5

0
-1

0
0

-5
0

0
5

0
1

0
0

1
5

0

In
d
ic

e
s

-2
0

0

-1
5

0

-1
0

0

-5
00

Correlation level (dB)

W
IS

L
S

o
n

g

W
IS

L
N

e
w

(a
)A

ut
o-

co
rr

el
at

io
n

of
th

e
fir

st
de

si
gn

ed

w
av

ef
or

m
.

-1
5

0
-1

0
0

-5
0

0
5

0
1

0
0

1
5

0

In
d
ic

e
s

-2
0

0

-1
5

0

-1
0

0

-5
00

Correlation level (dB)

W
IS

L
S

o
n

g

W
IS

L
N

e
w

(b
)C

ro
ss

-c
or

re
la

ti
on

be
tw

ee
n

th
e

fir
st

an
d

se
co

nd

de
si

gn
ed

w
av

ef
or

m
s.

-1
5

0
-1

0
0

-5
0

0
5

0
1

0
0

1
5

0

In
d
ic

e
s

-2
0

0

-1
5

0

-1
0

0

-5
00

Correlation level (dB)

W
IS

L
S

o
n

g

W
IS

L
N

e
w

(c
)C

ro
ss

-c
or

re
la

ti
on

be
tw

ee
n

th
e

se
co

nd
an

d
fir

st

de
si

gn
ed

w
av

ef
or

m
s.

-1
5

0
-1

0
0

-5
0

0
5

0
1

0
0

1
5

0

In
d
ic

e
s

-2
0

0

-1
5

0

-1
0

0

-5
00

Correlation level (dB)

W
IS

L
S

o
n

g

W
IS

L
N

e
w

(d
)A

ut
o-

co
rr

el
at

io
n

of
th

e
se

co
nd

de
si

gn
ed

w
av

ef
or

m
.

F
ig

ur
e

5.
3.

C
or

re
la

ti
on

pr
op

er
ty

ev
al

ua
ti

on
of

th
e

de
si

gn
ed

w
av

ef
or

m
s

fo
r

th
e

W
IS

L
m

in
im

iz
at

io
n-

ba
se

d
de

si
gn

s.
H

er
e
M

=
2

w
av

ef
or

m
s

of
la

rg
e

co
de

le
ng

th
P

=
4
0
9
6

ar
e

ge
ne

ra
te

d.
C

or
re

la
ti

on
re

su
lt

s
w

it
h

re
sp

ec
t

to
ti

m
e

la
gs

on
ly

w
it

hi
n

th
e

ra
ng

e
[−

1
5
0
,1

5
0
]

ar
e

sh
ow

n.

117



118



6. Joint space-time transmission and
adaptive receive filter design

Waveform design has been the research field of significant interest over

several decades [44–47,74,84,85]. As reviewed in Chapter 2, many existing

works focus on the design of fast-time waveform(s) in order to achieve

various desirable properties [12, 62, 66, 67, 123], such as minimum ISL

or WISL (or good correlation properties), mutual orthogonality, good AF

shaping, maximum MI, constant envelope, etc. Typically, these works focus

on improving the waveform quality itself when the receiver is fixed as

the matched filter. Corresponding waveform designs use the fact that the

matched filter can be implemented based on the correlation between the

waveform and its delayed replica.

However, in harsh environments involving heterogeneous clutter with

Doppler uncertainties and/or active jamming, the receiver should be flex-

ibly adaptive, and therefore, joint transmission and receive filter design

(JTRFD) becomes necessary. The resulting focus then shifts to the so-called

mismatched filter design, which adds flexibility as it enables to consider

constraints that are difficult to address otherwise. In essence, it makes

receive filter to become generally mismatched mainly because of trading off

the SNR in order to improve the SINR. The corresponding techniques for

this design are usually developed on the basis of alternating optimization

with MVDR filter design involved.

Recent works on JTRFD [60,61,81,86,96,110,122] can be divided into

two categories. The first category concentrates on designing fast-time

waveform transmission and receive filter with particular constraints on

waveform characteristics, which essentially trade off the SNR for signal-to-

clutter-plus-noise ratio [60,61,81]. The methods of this category generally
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do not consider Doppler information processing. Differing from the first cat-

egory, the methods in the second category focus on synthesizing slow-time

waveforms (for inter-pulse coding) at transmission while jointly enforcing

the receive adaptive filter [86, 96, 110, 122]. As a result, they have the

potential of coping with Doppler related issues, such as uncertainty, and

therefore, can offer enhanced resolution, superior detection, etc.

For the joint designs that deal with difficult constraints in both categories,

the resulting optimization problems are usually nonconvex. When the

number of waveforms and the size of filter increase to become large, the

problem size can also grow to a large scale. To tackle these issues, the

developments of fast and efficient algorithms are highly needed.

As we have already seen that MIMO radar enables transmit wavefor-

m/beamspace diversity and thus introduce extra DOFs compared to con-

ventional radars, it naturally motivates us to implement the JTRFD in

the context of MIMO radar and to see the resulting performance improve-

ment. When it comes to receive filter, we have also seen that the multi-

dimensional STAP filter enables superiority on clutter and jammer sup-

pression and therefore leads to advanced output SINR performance. This

also motivates us to extend the JTRFD to incorporate multi-dimensional

STAP filter. However, involving both the MIMO architecture and the STAP

filter make the JTRFD challenging since the increase of either size can

result in a large-scale problem size of JTRFD. Such challenge further ne-

cessitates the developments of optimization algorithms that are fast and

computationally efficient.

Typically, the problems of JTRFD for MIMO radar with STAP filters

are nonconvex and have to be solved in cyclic manner. When fixing the

multi-waveform transmission for the developments of cyclic algorithms,

the common strategy use is to obtain an MVDR type solution to the prob-

lem by means of certain reformulations and manipulations. The major

technical difficulty lies in ensuring fast SINR performance improvements

in terms of iterations and meanwhile guaranteeing low computational com-

plexity per iteration. We refer interested readers to the overview on SINR

maximization based waveform design, in particular, the multi-dimensional

joint transmission and receive filter design in Chapter 2 for more details.
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6.1 Problem formulation

Consider an airborne colocated MIMO radar equipped with M transmit

and N receive antenna elements. Within one radar coherent processing

interval (CPI), a train of L pulses encoded by an independent slow-time

waveform, denoted by φm , [φm,1, . . . , φm,L]T ∈ CL×1, is launched at the

mth, m ∈ {1, . . . ,M} transmit element. Moreover, an independent fast-

time waveform of length P , denoted by sm ∈ CP×1 for the mth antenna, is

repeatedly used for all intra-pulse modulations.

We denote the space-(slow) time (SST) and space-(fast) time (SFT) wave-

form matrices for transmission as Φ , [φ1, . . . ,φM ]T ∈ CM×L and S ,
[s1, . . . , sM ]T ∈ CM×P , respectively, and define R

(p)
S , SJpS

H ∈ CM×M as

the waveform covariance matrix (for pulse compression in fast time do-

main) at time lag p ( 0 ≤ p ≤ P − 1 ). Here Jp ∈ CP×P is the pth lower shift

matrix whose (i, j)th, i, j ∈ {1, . . . , P} entry is expressed by

[Jp]i,j ,





1, if i− j = p

0, otherwise.
(6.1)

At the receive end, the intra-pulse compression is applied to the receiver,

i.e., the received signal is match-filtered to S at the time lag p (p = 0 for

the target). Stacking the match-filtered data into a vector, the received

target vector yt ∈ CMNL×1 can be expressed as

yt = αtaR(θt)⊗D(d(ft))⊗
((

R
(0)
S

)T
D(aT(θt))

)
φ (6.2)

where αt, θt, and ft denote the complex reflection coefficient, azimuth angle,

and normalized Doppler frequency of the target, respectively, aT(θt), aR(θt),

and d(ft) are respectively the transmit, receive, and Doppler steering

vectors, and φ , vec(Φ) ∈ CML×1 is the vectorized version of Φ.

The observed clutter is a superposition of echoes from different scatters

which are assumed to be uncorrelated between each other. Suppose that

there are Nr ( Nr ≤ L ) range rings interfering with the range-azimuth

bin of interest where the target locates, and each range ring consists of Nc

discrete azimuth bins. Thus, the match-filtered clutter vector yc ∈ CMNL×1

at the receive end can be expressed as

yc =

Nr−1∑

i=0

Nc∑

i′=1

ξii′aR(θii′)⊗ (Ji′D(d(fii′)))⊗
((

R
(p)
S

)T
D(aT(θii′))

)
φ (6.3)
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where θii′ , fii′ , and ξii′ respectively denote the azimuth angle, normalized

Doppler frequency, and complex reflection coefficient with zero mean for

the (i, i′)th range-azimuth bin.

The overall match-filtered received data vector y ∈ CMNL×1 including

the target, clutter, and jamming plus noise can be expressed as

y = yt + yc + yj+n (6.4)

where yj+n ∈ CMNL×1 is the jamming plus noise vector assumed to be

independent of the target and clutter components, with covariance matrix

denoted by Rj+n , E{yj+ny
H
j+n}.

To simplify the notations, the received target vector yt in (6.2) can be

further expressed as yt = αtTtφ by means of the matrix Tt ∈ CMNL×ML

defined as follows

Tt , aR(θt)⊗D(d(ft))⊗
((

R
(0)
S

)T
D(aT(θt))

)
(6.5)

and the received clutter vector yc in (6.3) can be further expressed as

yc =

Nr−1∑

i′=0

Nc∑

i=1

ξii′T̃
(p)
ii′ ((d(fii′)⊗ 1M )� φ) (6.6)

=

Nr−1∑

i′=0

Nc∑

i=1

ξii′T
(p)
ii′ φ (6.7)

with the matrices T̃
(p)
ii′ ∈ CMNL×ML and T

(p)
ii′ ∈ CMNL×ML defined as

T̃
(p)
ii′ , aR(θii′)⊗ Ji′ ⊗

((
R

(p)
S

)T
D(aT(θii′))

)
(6.8)

T
(p)
ii′ , T̃

(p)
ii′ D(d(fii′)⊗ 1M )

= aR(θii′)⊗ (Ji′D(d(fii′)))⊗
((

R
(p)
S

)T
D(aT(θii′))

)
. (6.9)

Let us consider both cases with known and unknown Doppler information

on clutter bins.

In the case of know Doppler information on clutter bins, the normalized

Doppler frequency fii′ in (6.3) is fixed. While in the case of Doppler un-

certainties on clutter bins, fii′ is uncertain, but rather distributed in an

uncertainty interval [f̄ii′ − εii′/2, f̄ii′ + εii′/2] with known probability den-

sity function (PDF). Here, f̄ii′ denotes the mean, and εii′ is the associated

bounding parameter.
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Based on (6.7), the clutter covariance matrix Rc , E
{
ycy

H
c

}
∈ CMNL×MNL

for the case of known Doppler, denoted as RI
c, can be expressed as

RI
c =

Nr−1∑

i′=0

Nc∑

i=1

σ2ii′T
(p)
ii′ φφ

H
(
T

(p)
ii′
)H (6.10)

with σ2ii′ , E{|ξii′ |2} being the variance of the reflection coefficient ξii′ .

Using (6.6), the clutter covariance matrix Rc for the case of unknown

Doppler, denoted as RII
c , can be expressed as

RII
c =

Nr−1∑

i′=0

Nc∑

i=1

σ2ii′T̃
(p)
ii′
(
φφH

)
�
(
Υii′ ⊗ 1M1T

M

)(
T̃

(p)
ii′
)H (6.11)

where Υii′ ∈ CL×L is a matrix determined by the PDF of fii′ . For example,

in the case of uniform distribution, Υii′ is Hermitian with the (l, l′)th

element expressed as [86]

[Υii′ ]ll′ = exp
{
j2πf̄ii′

(
l − l′

)}
· sinπεii′(l − l′)

πεii′(l − l′)
, ∀l, l′ ∈ {1, . . . , L}. (6.12)

The STAP filter that aims at maximizing the output SINR is applied to

the received data vector y in (6.4). With the weight vector of the STAP

filter, denoted by w ∈ CMNL×1, the SINR at the output can be expressed as

ζ =
|αt|2 · |wHTtφ|2

wH(Rc + Rj+n)w
. (6.13)

We consider the problem when both the SST waveform φ and the STAP

filter w are to be jointly designed. Moreover, we enforce the constraint

that the waveform(s) have constant modulus. With the joint design of the

slow-time transmission and STAP filter, the objective of maximizing the

output SINR in (6.13) is achieved. Here, we are interested in the case

that the SFT waveform matrix S is known, that is, the set of fast-time

covariances
{
Rp

S

}P−1
p=0

is known.

On the basis of (6.13), we can write the joint design problem as

max
φ,w

ζ

s.t. |φ(n)| = 1, n = 1, . . . ,ML (6.14)

where the constraints ensure the constant-modulus property of the slow-

time waveforms.

123



Joint space-time transmission and adaptive receive filter design

6.2 Joint SST waveform and adaptive receiver design

Given φ in (6.13), the solution of the problem (6.14) with respect to w can

be easily found, and it obeys the MVDR expression as follows

wopt(φ) =
(Rc + Rj+n)−1Ttφ

φHTH
t (Rc + Rj+n)−1Ttφ

. (6.15)

Inserting (6.15) into (6.13), the SINR ζ can therefore be rewritten as

ζ = |αt|2 · φHTH
t (Rc + Rj+n)−1Ttφ. (6.16)

Replacing ζ with the explicit expression given by (6.16), the optimization

problem (6.14) can be rewritten as

max
φ

φHTH
t (Rc + Rj+n)−1Ttφ

s.t. |φ(n)| = 1, n = 1, . . . ,ML. (6.17)

Note that the argument of (6.17) is φ only, and the objective in (6.17) is

a composite function of both φ and Rc ∈
{
RI

c, RII
c

}
where Rc is also a

function of φ.

To solve (6.17), we resort to MiMa technique. The key idea is to properly

design minorization functions for the objective of (6.17), and apply MiMa

technique a number of times to come up to a closed-form solution of a

minimization problem needed. While designing the minorization function,

the algebraic structure of the objective function is explored and utilized, so

that the resulting rewritten problems can contain standard forms leading

to computationally cheap solutions. Before applying the MiMa procedure,

we present the following result to be used later.

Lemma 6.1. The objective in (6.17) is minorized by the following function

g1
(
φ,φ(k)

)
=
(
φ(k)

)H
Ψ
(
φ(k)

)
φ(k) + 2<

{(
φ(k)

)H(
Ψ
(
φ(k)

))H(
φ− φ(k)

)}

−
(
φ(k)

)H
TH

t

(
Ω
(
φ(k)

))H(
Rc(φ)−Rc

(
φ(k)

))
Ω
(
φ(k)

)
Ttφ

(k)

(6.18)

where φ(k) ∈ CML×1 is the SST waveform vector obtained at iteration k,

and Ω
(
φ(k)

)
∈ CMNL×MNL and Ψ

(
φ(k)

)
∈ CML×ML are both functions of
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φ(k), respectively defined as

Ω
(
φ(k)

)
,
(
Rc

(
φ(k)

)
+ Rj+n

)−1 (6.19)

Ψ
(
φ(k)

)
, TH

t Ω
(
φ(k)

)
Tt. (6.20)

Proof. Using Taylor’s theorem and applying the first order expansion to

the objective function in (6.17), it can be straightforwardly proved after

some elementary derivations that (6.18) minorizes the objective in (6.17).

The proof is complete.

6.2.1 Case I: Known Doppler information on clutter bins

Recall that in the case of known Doppler information on clutter bins, the

resulting clutter covariance matrix Rc takes the form Rc = RI
c given by

(6.10). Inserting the explicit expression of RI
c into (6.18) for Lemma 6.1,

after some elementary algebraic derivations, the minorization function for

the objective in (6.17) can be rewritten as

gI1
(
φ,φ(k)

)
=
(
φ(k)

)H
ΨI
(
φ(k)

)
φ(k) + 2<

{(
φ(k)

)H(
ΨI
(
φ(k)

))H(
φ− φ(k)

)}

− φHEI
c

(
φ(k)

)
φ+

(
φ(k)

)H
EI

c

(
φ(k)

)
φ(k) (6.21)

with ΨI
(
φ(k)

)
∈ CML×ML and EI

c(φ
(k)) ∈ CML×ML respectively defined as

ΨI
(
φ(k)

)
, TH

t ΩI
(
φ(k)

)
Tt (6.22)

EI
c(φ

(k)) ,
Nr−1∑

i′=0

Nc∑

i=1

σ2ii′
(
T

(p)
ii′
)H

ΩI
(
φ(k)

)
Ttφ

(k)
(
φ(k)

)H
TH

t

(
ΩI
(
φ(k)

))H
T

(p)
ii′ .

(6.23)

via the matrix ΩI
(
φ(k)

)
∈ CMNL×MNL given by

ΩI
(
φ(k)

)
,
(
RI

c(φ
(k)) + Rj+n

)−1
. (6.24)

Note that for given φ(k), the first and last terms of (6.21) are fixed. The

second term takes a linear form in φ, while the third term is a quadratic

form with respect to φ. Therefore, we can apply a proper minorization

again to the quadratic form.

Before proceeding with the further minorization of (6.21), we present the

following result.

125



Joint space-time transmission and adaptive receive filter design

Lemma 6.2. Given φ(k), the quadratic function f(φ) = −φHEI
c(φ

(k))φ with

respect to φ is minorized by

g̃
(
φ,φ(k)

)
= −1

2φ
HG(k)φ−

(
φ(k)

)H(1
2G(k) −EI

c(φ
(k))
)
φ(k)

− 2<
{
φH
(
EI

c(φ
(k))− 1

2G(k)
)
φ(k)

}
(6.25)

where the matrix G(k) ∈ CML×ML satisfies the condition that the general-

ized inequality G(k) � EI
c(φ

(k)) holds.

Proof. The minimization of f(φ) is equivalent to the majorization of−f(φ) =

φHEI
c(φ

(k))φ, and the proof for the majorization given in this quadratic

form has been presented in Corollary 5.1.1 of Chapter 5. Replacing x with

φ and Q with EI
c(φ

(k)) therein, (6.25) is proved. The proof is complete.

Applying Lemma 6.2 to (6.21), after some derivations, the minorization

function gI1
(
φ,φ(k)

)
can be rewritten as

gI2
(
φ,φ(k)

)
= −1

2φ
HG(k)φ− 2<

{
φH
(
EI

c(φ
(k))− 1

2G(k) −ΨI
(
φ(k)

))
φ(k)

}

+
(
φ(k)

)H(
2EI

c

(
φ(k)

)
−ΨI

(
φ(k)

)
− 1

2G(k)
)
φ(k). (6.26)

Choosing G(k) as a diagonal matrix with properly selected magnitude

such that G(k) � EI
c(φ

(k)) is guaranteed. For example, G(k) can be designed

as G(k) = λ(k)IML with λ(k) being the largest eigenvalue of EI
c(φ

(k)). Due

to the mutual orthogonality and unit-modulus properties of the slow-time

waveform vector φ, it is straightforward to see that the first term of (6.26)

under such selection of G(k) becomes constant.

Ignoring the first term and also the third one, which are irrelevant to φ,

in (6.26), the minorization problem for (6.17) can be written as

max
φ

−<
{
φH
(
EI

c(φ
(k))− 1

2G(k) −ΨI
(
φ(k)

))
φ(k)

}

s.t. |φ(n)| = 1, n = 1, . . . ,ML. (6.27)

Note that the objective function in (6.27) takes a linear form in φ. Since φ

needs to be unimodular, the problem (6.27) can therefore be written into

the following equivalent form

min
φ

∥∥φ− τ (k)
I

∥∥

s.t. |φ(n)| = 1, n = 1, . . . ,ML (6.28)
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where τ (k)
I ∈ CML×1 is defined as

τ
(k)
I ,

(
EI

c(φ
(k))− 1

2G(k) −ΨI
(
φ(k)

))
φ(k). (6.29)

Problem (6.28) leads to the closed-form solution given as

φ(n) = exp
{
j · arg

(
τ
(k)
I (n)

)}
, n = 1, . . . ,ML. (6.30)

6.2.2 Case II: Doppler uncertainties on clutter bins

Recall that in the case of Doppler uncertainties on clutter bins, the result-

ing clutter covariance matrix takes the form Rc = RII
c given by (6.11). In

this case, directly inserting the explicit expression of RII
c into (6.18) for

Lemma 6.1 cannot help in rewriting the minorization function into a proper

form like (6.21). The reason is that the Hadamard product appears in the

expression of RII
c , and we have to dealt with it. To tackle this difficulty,

we need to convert RII
c in (6.11) to an alternative expression, so that the

corresponding minorization function can contain stand quadratic form that

enables further minorization.

Towards this end, we first consider the eigen decomposition of Υii′ in-

volved in RII
c , which in general is expressed as

Υii′ =
K(ii′)∑

k=1

λ
(ii′)
k q

(ii′)
k

(
q
(ii′)
k

)H
=

Kii′∑

k=1

u
(ii′)
k

(
u
(ii′)
k

)H (6.31)

where λ(ii
′)

k (real-valued) and q
(ii′)
k are the kth eigenvalue and eigenvector,

respectively, K(ii′) is the rank of Υii′ , and u
(ii′)
k ,

√
λ
(ii′)
k q

(ii′)
k ∈ CL×1.

Based on (6.31), RII
c in (6.11) can be rewritten as

RII
c =

Nr−1∑

i′=0

Nc∑

i=1

Kii′∑

k=1

σ2ii′T̃
(p)
ii′ D

(ii′)
k φφH

(
D

(ii′)
k

)H(
T̃

(p)
ii′
)H (6.32)

with the diagonal matrix D
(ii′)
k ∈ CML×ML defined as

D
(ii′)
k , D

(
u
(ii′)
k ⊗ 1M

)
. (6.33)

Inserting (6.32) into (6.18) for Lemma 6.1, after some elementary alge-

braic manipulations, the objective of (6.17) for the uncertain Doppler case

is minorized by

gII1
(
φ,φ(k)

)
=
(
φ(k)

)H
ΨII
(
φ(k)

)
φ(k) + 2<

{(
φ(k)

)H(
ΨII
(
φ(k)

))H(
φ− φ(k)

)}

− φHEII
c

(
φ(k)

)
φ+

(
φ(k)

)H
EII

c

(
φ(k)

)
φ(k) (6.34)
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Algorithm 3 Joint Design Algorithm

1: Initialization: φ(0); mod ∈ {I, II}
2: repeat procedure with respect to φ(k)

3: Calculate Ωmod
(
φ(k)

)
, Ψmod

(
φ(k)

)
, Emod

c

(
φ(k)

)

4: Construct G(k) via Emod
c

(
φ(k)

)

5: τ
(k)
mod ,

(
Emod

c (φ(k))− 1
2G(k) −Ψmod

(
φ(k)

))
φ(k)

6: φ(n) = exp
{
j · arg

(
τ
(k)
mod(n)

)}
, n = 1, . . . ,ML

7: k ← k + 1

8: until convergence

9: Calculate wopt, and φopt = φ(k+1)

with ΨII
(
φ(k)

)
and EII

c (φ(k)) respectively defined as

ΨII
(
φ(k)

)
, TH

t ΩII
(
φ(k)

)
Tt (6.35)

EII
c (φ(k)) ,

Nr−1∑

i′=0

Nc∑

i=1

Kii′∑

k=1

σ2ii′
(
D

(ii′)
k

)H(
T

(p)
ii′
)H

ΩII
(
φ(k)

)

×Ttφ
(k)
(
φ(k)

)H
TH

t

(
ΩII
(
φ(k)

))H
T

(p)
ii′ D

(ii′)
k (6.36)

via the matrix ΩII
(
φ(k)

)
given by

ΩII
(
φ(k)

)
,
(
RII

c (φ(k)) + Rj+n

)−1
. (6.37)

Similar to the previous known Doppler case, applying Lemma 6.2 to the

third (quadratic) term of gII1
(
φ,φ(k)

)
by replacing the matrices EI

c(φ
(k)) and

ΨI
(
φ(k)

)
therein with EII

c (φ(k)) and ΨII
(
φ(k)

)
, respectively, (6.34) can be

further minorized by

gII2
(
φ,φ(k)

)
= −1

2φ
HG(k)φ− 2<

{
φH
(
EII

c (φ(k))− 1
2G(k) −ΨII

(
φ(k)

))
φ(k)

}

+
(
φ(k)

)H(
2EII

c

(
φ(k)

)
−ΨII

(
φ(k)

)
− 1

2G(k)
)
φ(k). (6.38)

With proper selection of the matrix G(k) such as the routine used in the

previous case, the first two terms of (6.38) become constant and there-

fore can be excluded from optimization as immaterial. As a result, the
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minorization problem for (6.17) can be written as

max
φ

−<
{
φH
(
EII

c (φ(k))− 1
2G(k) −ΨII

(
φ(k)

))
φ(k)

}

s.t. |φ(n)| = 1, n = 1, . . . ,ML (6.39)

and solved in closed-form as

φ(n) = exp
{
j · arg

(
τ
(k)
II (n)

)}
, n = 1, . . . ,ML (6.40)

with τ (k)
II ∈ CML×1 defined as

τ
(k)
II ,

(
EII

c (φ(k))− 1
2G(k) −ΨII

(
φ(k)

))
φ(k). (6.41)

It is worth noting that the solution given in (6.40) boils down to (6.30)

when the conditions u
(ii′)
k = d(fii′) and K(ii′) = 1, ∀i, i′ are both satisfied.

In this situation, the Doppler uncertainties on clutter bins do not exist,

which results in the same clutter covariance matrix as in the previous case.

Hence, the solution obtained for the Doppler uncertainty case incorporates

that for the Doppler known case. However, the Doppler uncertainty case

causes a lot more computations.

The corresponding algorithm for joint SST waveform and receive filter de-

sign in term of the two aforementioned cases is summarized in Algorithm 3,

where two modes account for both cases.

The algorithm summarized Algorithm 3 can be accelerated using, for

example, the squared iterative method (SQUAREM) of [270], the back-

tracking line search method (BLSM) [274], etc. The SINR performance of

the proposed Algorithm 3 for the two joint designs is shown Figs. 6.1 and

6.2, respectively.
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Figure 6.1. Output SINR performance of the developed algorithm versus the number of
iterations for the case of known Doppler information on clutter bins. Here
M = 4 transmit and N = 3 receive receive antenna elements spaced half
wavelength apart from each other and L = 20 pulses within one CPI are
used. Other parameters are: θt = 10◦, ft = 0.13, SNR = 10 dB, and stopping
tolerance 10−8. Homogeneous clutter environment composed of Nr = 10 range
rings interfering with the range-azimuth bin of interest with each separated
into Nc = 181 patches is considered, and the CNR for each clutter bin is set to
40 dB. Accelerations I: SQUAREM; II: BLSM; III: Combination of I and II.
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Figure 6.2. Output SINR performance of the developed algorithm versus the number
of iterations for the case of Doppler uncertainties on clutter bins. Discrete
heterogeneous clutter environment composed of Nr = 10 range rings with
each having Nc = 3 sources randomly distributed within sectors [−50◦,−30◦],
[−20◦, 10◦], and [25◦, 35◦] is considered. Doppler uncertainty parameters are:
¯fii′ = 0, and εii′ = 0.35. The CNR for each clutter bin is set to 50 dB. Other

parameters are the same as used in the known Doppler case.
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7. Summary and outlook

The thesis has made several advances in the research area of signal pro-

cessing for MIMO radar. Particularly, ambiguity properties of MIMO

radar exploiting TB strategies have been analysed, opportunities and chal-

lenges of clutter and jammer suppression with both the conventional and

TB-based MIMO radar configurations have been investigated, and wave-

form designs ensuring good correlation or weighted correlation properties

and joint multi-dimensional waveform transmission and receive adaptive

design guaranteeing best SINR performance have been developed.

The TB-based MIMO radar AF has been proposed and ambiguity prop-

erties of the MIMO radar with TB designs have been investigated. A

series of spatial and/or temporal adaptive processing algorithms with

RD (in elementspace/beamspace) and reasonable computational burden,

fast algorithms for generating unimodular waveforms with good correla-

tion properties and low complexity, and a novel algorithm for the joint

multi-dimensional transmission and receive STAP filter design have been

developed. The corresponding results have been presented in Chapters 3,

4, 5, and 6 of the thesis, respectively. In addition, a detailed overview of

the MIMO radar research with a focus on the above-mentioned studies

has been given in Chapter 2, where the history, the concept of MIMO

radar, the relevant major existing results on waveform(s)/code(s) design,

interference suppression, transmit beamforming or TB strategy design,

parameter estimation and detection, and the newly emerging research

directions on MIMO radar have been reviewed and analyzed.

• The TB-based MIMO radar AF

The AF for the TB-based MIMO radar confuguration, termed as the
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TB-based MIMO radar AF, has been proposed in Publications I and II,

while the corresponding main results have been reviewed in the thesis.

The TB-based MIMO radar AF deals with the case of far-field targets

and narrowband waveforms, and has incorporated the effects of transmit

coherent processing gain, waveform diversity, and the array geometry in

its definition. It can serve as a generalized AF form for which the PA and

conventional MIMO radar AFs are important special cases. Moreover, it

reveals interesting relationships with the existing AF results including

the Woodward’s AF and the AFs for PA and conventional MIMO radars.

Furthermore, the maximal achievable “clear region” in delay-Doppler

domain of the TB-based MIMO radar AF, i.e., the region free of sidelobes,

has been analyzed. Two limiting cases which help to obtain tight close-form

bounds for the “clear region” analysis have been identified.

The theoretical analysis on the “clear region” of the TB-based MIMO

radar AF has shown that the bound on the “clear region” for the worst case

is inversely proportional to the number of transmitted waveforms, while

the bound for the best case is independent of that number. The actual

maximal achievable “clear region” of the TB-based MIMO radar AF is in

between of the bounds for the two limiting cases. Consequently, there

exist a trade-off between the maximal “clear region” and the waveform and

beamspace diversity in the TB-based MIMO radar. In addition, a new TB

design strategy has been devised and it has been shown to have the ability

of reducing the AF sidelobes.

• Spatial and/or temporal processing techniques

The capability, opportunities, and challenges of the conventional and

TB-based MIMO radars in dealing with the clutter and jammer sup-

pression problems have been also reserached in the thesis, and a se-

ries of spatial and/or temporal processing algorithms with RD (in ele-

mentspace/beamspace) have been developed in Publications III–VI.

First, two SFTAP algorithms have been proposed for addressing the

terrain-scattered jammer suppression problem in conventional MIMO

radar in Publication III, where the first one leads to a close-form solution

while the second one allows a larger feasibility set through relaxation of the

constraints in the first. They have shown to have the ability of maintaining

the cold clutter stationarity over slow time domain. In addition to these
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results, the effect of match filtering on the correlation function of jamming

signals has been studied.

Second, a 3D STAP algorithm has been proposed for the joint hot and

cold clutter mitigation in the TB-based MIMO radar in Publication IV,

where the algorithm has been developed on the basis of rank analysis on

clutter subspace. A valid approach of TB strategy design, which enables

the approximation of linear phase rotations among transmit beams and

facilitates the rank analysis, is also proposed.

Third, three RD beamspace designs with adaptiveness and two robust

beamforming designs with robustness have been developed to demonstrate

unique capabilities of MIMO radar on powerful jammer suppression in

Publications V and VI. An efficient power estimates of desired and inter-

fering sources in the presence of powerful jammers and non-ideal factors

have been derived there as well.

The general conclusion on the above-mentioned results is that there exist

new opportunities in conventional and the TB-based MIMO radars for

clutter and jammer suppression using spatial and/or temporal adaptive

processing techniques including multi-dimensional STAP. With properly

designed STAP techniques, an improved SINR performance can be ob-

tained in the context of the TB-based MIMO radar. On the other hand,

challenges such as computation burden also exist, which requires the

developments of specialized algorithms with low complexity.

• ISL and WISL minimization based waveform designs

In Publications VII–IX, new computationally efficient algorithms for

generating aperiodic unimodular waveforms with good correlation prop-

erties have been developed. The waveform designs have been conducted

based on the minimization of the ISL and WISL of waveforms. The al-

gorithms in Publications VIII and IX have been the early versions of the

ones in Publication VII, which deal with WISL and ISL minimizations,

respectively.

The ISL and WISL minimization based waveform designs have been for-

mulated as nonconvex quartic optimization problems in frequency domain.

By means of MaMi technique, the quartic problems have then been simpli-

fied into quadratic problems, where the inherent algebraic structures in

the objective functions of these problems have been exploited in the algo-
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rithms. In the case of designing the WISL minimization based waveforms,

an alternative quartic form that allows to apply the quartic-quadratic

transformation has been additionally derived. Moreover, closed-form solu-

tion has been found at each iteration of the iterative procedures developed.

The ISL and WISL minimization based waveform design algorithms have

been applicable to large-scale unimodular waveform design problems as

they have been proved to have lower or comparable computational burden

(analyzed theoretically) and faster convergence speed (confirmed by com-

prehensive simulations) than the state-of-the-art algorithms. In addition,

the waveforms designed by the developed algorithms have demonstrated

better correlation properties compared to their counterparts.

• Joint SST transmission and STAP filter design

Finally, the thesis has also reviewed our main results of the algorithm

development for joint design of SST transmission with unimodular wave-

forms and receive adaptive filter for MIMO radar in Publication X. An

efficient approach for jointly synthesizing the unimodular SST waveforms

and the MVDR type STAP filter has been proposed. In our study we have

dealt with two cases of known Doppler information and the presence of

Doppler uncertainties on clutter bins. The corresponding problems have

been formulated as nonconvex optimization problems with composite ob-

jective functions. In order to address the non-convex problems, the MiMa

technique has been used. Advanced minorizing surrogates have been

devised so that the non-convex problems have been converted to minimiza-

tion problems which are easy to solve by iterative procedures. Closed form

solution has been enabled at each iteration of the iterative procedures.

Moreover, the proposed algorithms have demonstrated good performance

and have shown fast convergence speed and low complexity.

In the future, the research reviewed in Chapter 6 is to be continued, for

which more advanced algorithms are to be developed. Moreover, the sce-

narios studied therein will be extended to more generalized cases. Besides,

the clutter and jammer suppression research in Chapter 4 is to relate to

the research of waveform design and joint waveform transmission and

receive filter design in Chapters 5 and 6.
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Abstract—In this paper, we derive an ambiguity function (AF)
for the transmit beamspace (TB)-based MIMO radar for the
case of far-field targets and narrow-band waveforms. The effects
of transmit coherent processing gain and waveform diversity
are incorporated into the AF definition. To cover all the phase
information conveyed by different factors, we introduce the
equivalent transmit phase centers. The newly defined AF serves
as a generalized AF form for which the phased-array (PA) and
traditional MIMO radar AFs are important special cases. We
establish relationships among the defined TB-based MIMO radar
AF and the existing AF results, including the Woodward’s AF, the
AFs defined for traditional colocated MIMO radar, and also the
PA radar AF, respectively. Moreover, we compare the TB-based
MIMO radar AF with the square-summation-form AF definition
and identify two limiting cases to bound its “clear region” in
Doppler-delay domain that is free of sidelobes. Corresponding
bounds for these two cases are derived, and it is shown that the
bound for the worst case is inversely proportional to the number
of transmitted waveforms , whereas the bound for the best case
is independent of . The actual “clear region” of the TB-based
MIMO radar AF depends on the array configuration and is in
between of the worst- and best-case bounds. We propose a new TB
design strategy to reduce the levels of the AF sidelobes and show in
simulations that proper design of the TB matrix leads to reduction
of the relative sidelobe levels of the TB-based MIMO radar AF.

Index Terms—Ambiguity function (AF), clear region, general-
ized AF, MIMO radar, transmit beamspace (TB).

I. INTRODUCTION

T HE multiple-input multiple-output (MIMO) radar has
become the focus of intensive research in recent years

[1]–[10]. It has been shown that the traditional MIMO radar
with colocated antenna elements provides many benefits such
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as increased upper limit on the number of resolvable targets
[1], improved parameter identifiability and angular resolution
[3], extended array aperture by virtual sensors [6], opportunity
for improved clutter mitigation [8], [11], and capability on
suppressing jammers [12], [13]. Moreover, the techniques that
aim at combining the benefits of the traditional MIMO radar
and the well developed phased-array (PA) radar have emerged
in the past few years [14]–[23]. These techniques, namely,
transmit beamspace (TB) design techniques, trade off the omni-
directional transmission of mutually orthogonal waveforms to
higher transmit coherent processing gain in MIMO radar. For
example, the work of [14] attempts to simultaneously incorpo-
rate the benefits of waveform diversity and transmit coherent
processing gain by separating the transmit antenna array into
several uniform subarrays, and enabling each one to perform as
a PA. Unlike [14], the TB-based MIMO radar (see for example
[15]) focuses the energy of multiple transmitted orthogonal
waveforms within a certain spatial sector where a target is likely
to be located using beamspace design techniques. In this radar
configuration, beams that fully cover the sector-of-interest are
synthesized at the transmitting end. Each beam associated with
a certain orthogonal waveform is implemented via the whole
transmit array of the TB-based MIMO radar. The essence of
it is to find the jointly optimal scheme that achieves improved
signal-to-noise ratio (SNR) together with increased aperture by
means of TB processing techniques [15]–[23]. For example, it
allows to achieve transmit coherent processing gain or desired
beampattern by appropriate design of waveform correlation
matrix [16], [17].
In comparison to the traditional MIMO radar, one verified

benefit of the TB-based MIMO radar is the superior direc-
tion-of-arrival (DOA) estimation performance in a wide range
of SNRs [15], [19], [20]. Based on classic MUSIC [24] or
ESPRIT [25] approaches, multiple efficient algorithms that
facilitate DOA estimation can be developed. Moreover, the
Cramér-Rao bound (CRB) derived for the TB-based MIMO
radar in [15] demonstrates that it can achieve a lower CRB with
fewer waveforms than the traditional MIMO radar with full
waveform diversity, and the lowest CRB can be achieved with
proper TB design. This leads to emitting non-orthogonal or
correlated waveforms from different transmit antenna elements.
To study the performance of these actually emitted waveforms
as well as the resolution performance of the TB-based MIMO
radar system, it is essential to employ ambiguity function (AF)
[26]–[33] for the performance evaluation.
The well-known Woodward’s AF [26]–[29], which charac-

terizes the resolution property in Doppler-delay domain for
narrow-band waveforms, has served as a starting point for the

1053-587X © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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works on the traditional MIMO radar AF [31]–[33]. It has
been extended to the traditional MIMO radar setup in [31] for
the first time, and four AF simplifications corresponding to
different scenarios have been derived there. Some properties
of the traditional MIMO radar AF have been studied in [32].
Another AF definition for the traditional MIMO radar which
does not consider the phase information, has been introduced in
[33]. However, with the development of TB design techniques,
which allow for non-orthogonal or correlated waveforms to
be emitted from each transmit antenna element, the traditional
MIMO radar AFs are no longer applicable to the TB-based
MIMO radar. This motivates us to derive the AF for the
TB-based MIMO radar and investigate how it behaves. More-
over, in-depth study of the TB-based MIMO radar AF also
provides insights into the clutter/interference mitigation in
airborne/spaceborne MIMO radar system with TB design. On
the other hand, it is known that the so-called “clear region”
[28], [29] denotes the volume-clearance area in Doppler-delay
domain which is free of sidelobes. It serves as a measure to
determine how close to the ideal thumbtack-shape AF one can
come. It is also of great significance for the TB-based MIMO
radar AF analysis to see how large its “clear region” is. The
work in [33] defines the traditional MIMO radar AF as the
sum of the squared noise-free outputs after matched filtering
to the waveforms. Based on this definition the “clear region”
bound is derived. Such bound is also important to derive for
the TB-based MIMO radar AF.
In this paper, we derive the AF for the TB-basedMIMO radar,

and it serves as a generalized AF form for which the existing
traditional MIMO radar AF and PA radar AF are important spe-
cial cases.1 The effects of both transmit coherent processing
gain and waveform diversity are considered when defining the
new AF for the TB-based MIMO radar, and the phase informa-
tion conveyed by multiple factors such as array geometry and
relative motion is incorporated. Our newly defined AF deals
with fewer transmitted waveforms as compared to the tradi-
tional MIMO radar configuration where different waveform is
launched from each antenna. It will be shown to contribute to
achieving lower relative sidelobe levels by the new AF. Consid-
ering that it is impossible to give an exact “clear region” bound
for the TB-based MIMO radar AF because the self-transform
[28] of the TB-based MIMO radar AF can not guarantee the
non-negativity in general, we identify two limiting cases to con-
duct the analysis.
The main contributions of this paper are as follows:
• We introduce a new AF definition for the TB-basedMIMO
radar for the case of far-field targets and narrow-band
waveforms. Equivalent transmit phase centers are intro-
duced in the definition as well.

• We show that the TB-based MIMO radar AF is a gener-
alization of AF for many well-known radar configurations
such as the PA radar, the traditionalMIMO radar (with sub-
arrays), and the TB-based MIMO radar, by properly se-
lecting the TB matrix and the equivalent transmit phase
centers.

1Some of the preliminary and relevant results on AF for MIMO radar with
correlated waveforms have been presented in [34].

• We establish relationships among the defined TB-based
MIMO radar AF and other existing AFs in the literature
including the well-known Woodward’s AF, the traditional
MIMO radar AF, and the PA radar AF, respectively.

• We compare the newly defined TB-based MIMO radar AF
with the square-summation-form AF [33], and propose a
TB design strategy to reduce the relative sidelobe levels of
the TB-based MIMO radar AF.

• We identify the worst and the best limiting cases for the
TB-based MIMO radar AF, and derive the corresponding
“clear region” bounds.

The rest of the paper is organized as follows. In Section II,
the signal models for the traditional and the TB-based MIMO
radars are briefly introduced as well as some preliminaries about
the TB matrix design. In Section III, we present the definition
of the TB-based MIMO radar AF and establish connections to
the previous AF works. A new TB design strategy that enables
lower relative AF sidelobe levels is proposed in this section.
The “clear region” analysis for the TB-based MIMO radar AF
is given in Section IV. In Section V, simulation results cor-
responding to different types of radar AFs are provided. Op-
timized polyphase-coded sequences [35] with single pulse are
employed as the transmitted waveforms. Finally, conclusions
are drawn in Section VI.

II. SIGNAL MODEL AND PRELIMINARIES

Consider a colocated MIMO radar system with a transmit
array of antenna elements and a receive array of antenna
elements. Both the transmit and receive arrays are assumed to be
closely located, therefore, they share an identical spatial angle
for a far-field target. In the context of the traditional MIMO
radar, the complex envelope of the waveforms emitted by the
transmit antenna elements can be modeled as

(1)

where is the total transmit energy within one radar pulse,
is the continuous fast-time index, i.e., time within the pulse,

and is the th orthogonal baseband waveform. Without
loss of generality, we assume that the transmitted waveforms are
normalized to have unit energy, i.e.,

(2)

where is the time duration of the pulse, and stands for the
absolute value operation.
Assuming that targets are present, the received com-

plex signal vector can be expressed as

(3)

where is the continuous fast-time index for the received signal,
is the slow-time index, i.e., the pulse number, is the
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steering vector of the receive array associated with the th target,
is the zero-mean white Gaussian noise, and

(4)

is the echo of radar return due to the th target located
at the spatial direction . In (4), , and

are respectively the complex reflection coefficient, the
phase due to Doppler, the steering vector of transmit array,
and the spatial angle all associated with the th target,

is the waveform vector,
and stands for the transpose operation. The reflection
coefficient is assumed to be constant over the whole
radar coherent processing interval. The phase term is
assumed to be constant for any give during the th pulse, i.e.,
slow-moving targets are assumed.
At the receiving end, the component of the received

data (4) due to the th waveform is extracted by employing the
matched filtering technique, i.e.,

(5)

where is the conjugation operator. By stacking all the fil-
tered components (5) into a column vector, we can obtain the
following virtual data vector

(6)

where is the virtual steering
vector, is the noise termwhose covariance is given
by , and denotes the Kronecker product.
In the TB-based MIMO radar system, (in general,
) initially orthogonal waveforms are transmitted [15]. For

each waveform, a transmit beam that illuminates a certain area
within the pre-determined spatial angular sector-of-interest is
formed. The synthesized transmit beams are designed to fully
cover the spatial sector . Thus, in the context of the TB-based
MIMO radar, the signal radiated towards the target located at
the spatial direction via the th transmit beam can be modeled
as [15]

(7)

where is the th column vector of the TB matrix
with being defined as

(8)

Technically, each column of that is composed of elements
is carefully designed to form a certain transmit beam within
the sector-of-interest , and the th orthogonal waveform is
emitted through the th synthesized transmit beam. Therefore,

by denoting the th element of as , the signal ra-
diated from the th transmit antenna element can be expressed
as

(9)

There are many ways of designing the TB matrix . For
example, one way is to maximize (or keep fixed) the energy
transmitted within the sector-of-interest while minimizing (or
keeping fixed) the energy transmitted in the out-of-sector area at
the same time [15]. Mathematically, the constrained optimiza-
tion problem for finding can be expressed as

(10)

where is the presumed vector of size that guar-
antees the desired property of transmit beamforming, com-
bines a continuum of all out-of-sector directions that lie outside

is the parameter of user choice that characterizes the worst
acceptable level of transmit power leakage in the out-of-sector
region, and are the numbers of grids of angles within and
outside the sector-of-interest , respectively, is the con-
jugate transpose operator, and is the Euclidean norm. The
correlated waveforms can also be
designed directly [36]. To achieve good Doppler tolerance of
the waveforms, spectral constraints can be enforced in the de-
signing process [37]. In essence, both the TB matrix design and
the direct correlated waveforms design can be understood as
achieving an optimal (in some pre-determined sense) mixing
matrix that can be expressed as or as

with standing for the expectation opera-
tion. In contrast to designing themixingmatrix directly [16],
the TB-based approach enables us to investigate the AF of the
TB-based MIMO radar.

III. THE TB-BASED MIMO RADAR AF
In this section, we first introduce the AF of the TB-based

MIMO radar, then we establish relationships among the so-de-
fined AF and the previous works on AF including the well-
known Woodward’s AF, the traditional MIMO radar AF, and
the PA radar AF.
As it has been shown in the previous section, orthogonal

waveforms/beams versus transmit antenna elements are em-
ployed in the TB-based MIMO radar, and generally, is much
less than . Thus, the situation when it is required to alternate
between the beamspace and the element space occurs. The
initial waveforms in the beamspace correspond to compound
waveforms in the element space. Generally, these compound
waveforms are correlated to each other, which is achieved by
the TB matrix . When it comes to the introduction of AF
for the TB-based MIMO radar, we aim at obtaining an expres-
sion which separates the characteristics of the initial wave-
forms and the effect of correlation due to the TB matrix . To
achieve this, we start from the beamspace waveforms

, and follow the element space signal model (9).
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One more benefit due to this routine is that no changes need to
be done at the receiver, i.e., a regular bank of matched filters
matching to the waveforms can still be
used.

A. AF Definition and Implication
We consider the most common radar scenario of far-field tar-

gets and narrow-bandwaveforms, and assume that the TB-based
MIMO radar is operating at the frequency . For a point target
located at the position , the received signal at the th receive
antenna element before demodulation to the base band can be
written as

(11)

where is the complex reflection coefficient for the th
transmit-receive channel, is the two-way time delay of
the th transmit-receive channel due to the target location
at is the time-delayed version of that
has been defined in (9), and is the noise observed by the
th receive antenna element.
Let us assume that the target is moving, and its velocity and

moving direction are depicted by the vector . For the sake of
brevity, we exploit to denote the target parameter which con-
tains the information of the target position and the velocity
vector . Considering the effect of target motion on Doppler in
(11) and using also (9), the received signal after performing de-
modulation to the baseband can be expressed as

(12)

where is the Doppler shift of the target due to the
th transmit-receive channel and is the white

Gaussian noise with power observed at the th receive
antenna element after demodulation.
At the receiving end, a bank of matched filters is employed

due to the fact that the received signal is a sum of the reflected
echoes associated with the known transmitted waveforms. The
optimal detector is a filter matched to a specific set of target pa-
rameters. Therefore, by matched filtering to each of the
waveforms with a specific target param-
eter , namely, , the received signal
component associated with the th transmitted waveform can be
obtained as (13), shown at the bottom of this page, where
is the equivalent transmit phase center for the th transmitted
waveform and is the noise after matched filtering.
Let us define the AF as the square of coherent summation

of all the noise-free matched filtering output pairs
and . Thus, the AF of the TB-based

MIMO radar can be mathematically expressed as (14), shown
at the bottom of this page. Introducing an matrix
whose th element is defined as

(15)

the TB-based MIMO radar AF (14) can be simplified as

(16)

The TB-based MIMO radar AF (16) is composed of square
of summation terms, and each summation term contains two

(13)

(14)
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more components in addition to the complex reflection coeffi-
cient part. One is the match-filtered component denoted by the
matrix that has been expressed by (15), which stands for the
effect of waveform properties, i.e., the auto- and cross-corre-
lations of the transmitted waveforms, and their Doppler toler-
ance. The other component is composed of the last two expo-
nential terms in (16), and it stands for the phase shift informa-
tion due to the relative target position and motion with respect
to the transmit and receive arrays. The TB-based MIMO radar
AF (16) can also be understood as follows. The th transmit an-
tenna element emits a compound signal that contains all the
orthogonal waveforms, and these waveforms are windowed by
the elements of the th row in the TB matrix . Consequently,
the matrix should be of size , meaning that the TB
matrix has been employed to transform the original
matrix of waveform properties to . This presents the most sig-
nificant difference that distinguishes the TB-based MIMO radar
AF from the traditional MMO radar AF. Therefore, the AF de-
fined in [31] is not applicable to the TB-based MIMO radar.
The main objective of incorporating phase shift information

in (16) is for taking into account the property of coherent
processing introduced by the colocated array geometry and the
specific radar configuration. Therefore, if the th equivalent
transmit phase center is selected to be the position of the th
transmit antenna element, it matches the way of processing in
the traditional MIMO radar. If the position of the first (or the
reference) transmit antenna element is selected, then it matches
the case in the PA radar. The equivalent transmit phase centers
of the TB-based MIMO radar depend on the exact form of
the TB matrix . By properly designing the matrix and the
equivalent transmit phase centers, the AF (16) can serve as the
AF of the PA, the traditional MIMO, and the TB-based MIMO
radars. Hence, it can be viewed as a generalized AF form for
the currently existing radar configurations.

B. Relationships With Other AFs
The standard assumption of far-field targets and narrow-band

waveforms is used in this paper. The antenna elements of the
transmit and receive arrays have locations
and in three-dimensional Cartesian coor-
dinate system, respectively. The equivalent transmit phase
centers are assumed to have locations .
Here and

are all 3 1 vectors. In addition, we
let be a unit-norm direction vector pointing from the
transmit/receive array to the target identified by the parameter .
We can neglect the effect of target reflection coefficients for

different transmit-receive channels, i.e., assume that all
are equal to one. This assumption is valid because the contri-
butions of transmit-receive channels to the TB-based MIMO
radar AF are constant at any given time under the standard
case of far-field targets and narrow-band waveforms. The effect
of on the TB-based MIMO radar AF is still constant even
when considering multiple pulses and inter-pulse varying target
reflection coefficients if wide pulse is employed and no range
foldering [32] occurs. Then the AF (16) can be simplified as

(17)

where the th element of the matrix is expressed
as

(18)

Here also , and

(19)

(20)

(21)

are the transmit steering vector, the receive steering
vector, and the equivalent transmit steering vector, re-
spectively, with and

. The dependence of on , and is not
shown in (17) for brevity, and the subscript indices for and
are omitted since we consider the case of far-field target and

narrow-band waveforms.
It is known that the Woodward’s AF for a single waveform
can be expressed as

(22)

Based on this expression, we can define the matrix
as the AF matrix of the orthogonal waveforms for

the TB-based MIMO radar. The th element of is
given by

(23)

Using (18) and (23), the AF (17) can be expressed as

(24)

where is the matrix whose elements are
obtained from (23) by changing the parameters and into

and , respectively. Realizing that and depend
on and , we employ these two parameters to denote the
TB-based MIMO radar AF. In the following, we show how the
derived AF is a generalization of the widely used AF results for
different radar configurations.
Equation (24) establishes the connection between the

TB-based MIMO radar AF and the well known Woodward’s
AF. The TB matrix transforms the original transmit steering
vector of length into a new one of length . Both the
transformed and the equivalent transmit steering vectors are
acting on the Woodward’s AF matrix of the waveforms,
representing both the transmit coherent processing gain and
the waveform diversity. Equivalently, we can say that each AF
is windowed by the product of a transmit coherent processing
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gain and an equivalent transmit phase term. To be precise, for
the th and th waveforms, the quantity

is windowed by the product of the th transmit
coherent processing gain, namely, and the th
equivalent transmit phase term which is denoted by the th
element of .
Equation (24) establishes the connection between the

TB-based MIMO radar AF and the traditional MIMO radar AF.
If the number of transmitted waveforms is increased to
is simply the identity matrix , and the equivalent
transmit phase centers are selected to be the positions of the

individual transmit antenna elements, then the TB-based
MIMO radar AF (24) becomes the following form

(25)

which denotes the traditional MIMO radar AF and has exactly
the same form as the AF definition in [31] except for the
magnitude term. This term represents the general expression of
the transmit power allocation for the traditional MIMO radar.
Therefore, if is selected to be equal to , the expression
(25) and the definition of AF in [31] have identical expressions.
Furthermore, the TB-based MIMO radar AF (24) also shows
compatibility with the traditional MIMO radar with uniform
subarrays [14], if is properly designed to be a block diagonal
TB matrix whose block diagonal elements are associated with
the subarrays. The equivalent phase centers in this case are
selected as the centers of subarrays.
Equation (24) also establishes the connection between the

TB-based MIMO radar AF and the PA radar AF. If the number
of transmitted waveforms is decreased to 1, becomes just
a beamforming weight vector , and the equivalent transmit
phase center is selected to be the first (or the reference) transmit
antenna. Then the TB-based MIMO radar AF takes the fol-
lowing form

(26)

where theWoodward’s AF for the only transmitted
waveform in the PA radar is obtained from (22) by changing the
parameters and into and , respectively. Consid-
ering that the magnitude of the equivalent transmit phase center
in the PA mode is constant, it can be neglected when deriving
(26). Consequently, the TB-based MIMO radar AF defined in
this paper serves as a universal AF definition for the traditional
MIMO radar (with subarrays) and the PA radar. Moreover, this
generalized AF definition can be expressed using the Wood-
ward’s AF matrix which links it to the Woodward’s AF.
It is also worth noticing the difference between the TB-based

MIMO radar AF and the traditional MIMO radar AF in [33]
which defines it as the sum of squared match-filtered outputs
of employed waveforms. The TB-based MIMO radar AF (24)
incorporates phase shift information introduced by the array
geometry and the relative motion between the target and the
array, and furthermore exploits the square of summation of

all the auto- and cross-AF terms of the waveforms as the
TB-based MIMO radar AF metric. This operation enables it
to obtain lower relative sidelobe levels in the Doppler-delay
domain than that of the AF in [33]. The reason lies in the math-
ematical expression itself and the waveform orthogonality. In a
word, the existing AF definitions in [31] and [33] for the tradi-
tional MIMO radar and the AF defined here for the TB-based
MIMO radar all adopt the matched-filtering-based definition,
and they are developed on the basis of the Woodward’s AF.
To distinguish from the former two AFs, the TB-based MIMO
radar AF addresses the situation that deals with waveform
correlations.

C. New TB Design

The existing TB strategies are designed based on
zero-Doppler and zero-delay AF cut, i.e., only spatial infor-
mation is incorporated in the designs. Therefore, we can also
control the relative sidelobe levels of the TB-basedMIMO radar
AF by enforcing additional constraints on different Doppler and
delay bins during the design process of the TB matrix . For
example, if the relative sidelobes of the TB-based MIMO radar
AF within certain Doppler and delay sectors-of-interest and

are desired to be kept below a certain level, the TB strategy
(10) can be redesigned by solving the following optimization
problem

(27a)

(27b)

(27c)

(27d)

where and are respectively the spatial angular
vector and the Doppler frequency of the target, com-
bines the spatial region of interest where the AF sidelobes
need to be suppressed using grids of spatial directions

and
are grids of delay and Doppler

used to approximate the sectors-of-interest and by finite
numbers of and delay and Doppler bins, respectively,

, and is the parameter of user choice
that characterizes the sidelobe levels of the AF in the inter-
section of , and . It is worth noting that for a certain
set of designed waveforms and a fixed group of parameters

and , the
matrix in (27) can be easily known from
(23). This motivates us to further explore the “clear region”
bound of the TB-based MIMO radar AF which is studied in the
next section.
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IV. “CLEAR REGION” ANALYSIS OF THE TB-BASED MIMO
RADAR AF

The Siebert’s self-transform property [29] expressed by the
following equality

(28)

holds for the Woodward’s AF, and it is required that the trans-
form (28) be non-negative when conducting the “clear region”
analysis [28]. Here is the new Woodward’s AF gener-
ated from (22) by replacing the parameters and with and
, respectively. In the context of the TB-based MIMO radar, let

denote the self-transform of its AF , i.e.,

(29)

Normally, the TB-based MIMO radar AF (24) has negative
terms in its expansion.2 Therefore, the transform (29) contains
negative terms. Realizing this fact, it becomes clear that in
general it is not guaranteed that is non-negative. How-
ever, it is needed in order to derive the “clear region” bound
of the TB-based MIMO radar AF. Hence, to see how large the
maximum achievable “clear region” of the TB-based MIMO
radar AF is, we identify two limiting cases which both enable

to be non-negative. In the first case, we only consider
the squared AF terms in the expansion of (24). It is later shown
that this case achieves the smallest “clear region” and has high
relative sidelobe levels. Thus, it can be considered as the worst
case for the “clear region” bound of the TB-based MIMO radar
AF defined in this paper. In the second case, we assume that all
the cross-AFs of the waveforms are zero, i.e., we ignore the
effects of the components in the AF expansion of (24) that are
associated with the sidelobes resulting from different pairs of
waveforms. This case represents the best situation for the “clear
region” bound of the TB-based MIMO radar AF. However,
it can never be achieved because in general more than one
waveforms is transmitted in the TB-based MIMO radar system.
The actual maximum achievable “clear region” bound of the
TB-based MIMO radar AF is in between that of these two
cases, and it depends on the level of the non-squared terms of
the AF expansion which are windowed by the transmit coherent
processing gains and the equivalent transmit phase terms.
In the remaining part of this section, we analyze the worst-

and best-case “clear region”. We first derive the bounds for
these two cases, then we conduct the analysis based on these
two bounds. The superscripts and are used for de-

2In general, the AF (24) can contain negative sub-terms introduced by the
expansion of the second product term.

noting the quantities with respect to the worst- and best-cases,
respectively.

A. Worst-Case Bound
In the worst case, in order to find the maximum achievable

sidelobe-free area in Doppler-delay domain, we specify the re-
laxed conditions on the auto- and cross-AFs in (30), shown at
the bottom of this page, where denotes the convex and cen-
trosymmetric region of integration in the Doppler-delay plane.
Here, we define the volume of the TB-based MIMO radar AF
over the integral region as

(31)

In the following derivation, we assume that all the waveforms
are sharing the same bandwidth and time duration, meaning that
the integration of the auto-AF for each waveform over region
has a fixed volume , i.e., . By
substituting (24) into (31), the volume of the TB-based MIMO
radar AF for the worst-case scenario can be expressed as

(32)

(33)

where is the th transmit
coherent processing gain that has been defined before.
Employing the Siebert’s self-transform property (28) and

Parseval’s theorem, under the condition that is any
quadratically integrable function whose Fourier transform is

(34)
the following transform

(35)

holds.
Under the assumption that is convex, symmetric around the

origin, and furthermore contains a delta function at the origin,

(30)
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it can be shown using the approach in [28] that the following
inequality

(36)

holds, where denotes the area of , and is defined in
(33).
Based on (36) and considering the “ -clear” area that is

convex and symmetric around the origin with ,
we obtain that the following inequality for the worst-case “clear
region” of the TB-based MIMO radar AF

(37)

which holds if and only if

(38)

B. Best-Case Bound

In the best case, based on the same assumptions for the trans-
mitted waveforms as made in the worst-case, and using also
(24), (31) can be expressed as

(39)

Similarly, the following transform

(40)

holds.
Under the same condition as applied in the worst case, it can

be shown that the following inequality

(41)

holds.
Based on (41) and considering the “ -clear” area that is

convex and symmetric around the origin for , we

obtain the following inequality for the best-case “clear region”
of the TB-based MIMO radar AF

(42)

which holds if and only if

(43)

C. Discussion
The worst- and best-case “clear region” bounds in (37) and

(42) which correspond to the two identified limiting cases indi-
cate that they depend on the array configuration, and the quantity

makes these two bounds variable. The
smaller the quantity is, the larger the maximum possible “clear
region” bound can be obtained. The largest bound is achieved
when this quantity is decreased to 1 as long as the -level con-
dition is guaranteed.
The “clear region” bound for the worst case indicates that the

worst achievable “clear region” of the TB-based MIMO radar
AF is independent of the transmit coherent gains, however, it
depends on the number of transmitted waveforms under the
condition that the emitted waveforms share the same character-
istic parameters and have the same properties. In this sense, it
is similar to the case of the traditional MIMO radar AF with

mutually orthogonal waveforms that has been given in [33].
However, the worst-case bound derived here clarifies that the
worst-case “clear region” of the TB-based MIMO radar AF is
inversely proportional to the number of orthogonal waveforms

(or the number of beams), but not the number of transmit
antenna elements . Contrarily, the best-case “clear region”
bound indicates that the ideal “clear region” for the TB-based
MIMO radar AF is independent of the waveform number ,
and it is equivalent to the case of the PA radar AF with a single
waveform that has been shown in [28].
It is worth noting from analyzing (32) that defined in (33)

is partially determined by the sum of squared magnitudes of the
transmit coherent processing gains , which
means that it is subjected to the TB matrix employed by the
TB-based MIMO radar system. This quantity, together with the
one resulted from the receive array geometry, determines how
small the -level can be for the TB-based MIMO radar AF.
The PA radar and the traditional MIMO radar have their own
fixed forms of TB matrices, therefore, their AFs achieve fixed
values of volume under the conditions (30). Different from
the former two, the TB-based MIMO radar uses its own TB ma-
trix , which makes its maximum “clear region” varying in the
range bounded by the worst- and best-case bounds. This leads
to significant differences between the results achieved for the
traditional MIMO radar AF in [33] and that achieved for the
TB-based MIMO radar AF.
The actual maximum achievable “clear region” of the

TB-based MIMO radar AF is bounded on both sides by the two
identified limiting cases. The worst-case bound becomes larger
as decreases. Consequently, there exists a tradeoff between
the maximum achievable “clear region” and the waveform
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diversity for the TB-based MIMO radar AF. Once the desired
radar system and target parameters are selected, the TB-based
MIMO radar AF can be evaluated directly using its definition
(16) or simplification (24). This facilitates the radar designer to
find the best tradeoff. The worst- and best-case bounds derived
in (37) and (42) also implicate that the traditional MIMO radar
AF achieves the worst maximum achievable “clear region”,
and it is approximately that of the PA radar, which agrees
with the result of [33]. It is clear that the maximum achievable
“clear region” of the TB-based MIMO radar AF is in between
that of the PA and traditional MIMO radar cases.
In reality, orthogonal waveforms for all time delays and

Doppler shifts do not exist [38]. Indeed, the TB-based MIMO
radar makes it relatively easier to achieve waveforms with
better orthogonality because fewer waveforms are needed,
provided that the degrees of freedom are enough. The above
“clear region” analysis is essentially the way to investigate the
non-orthogonal effects of the original waveforms employed
in the TB-based MIMO radar, which is highly related to side-
lobe analysis. There exist waveform design methods based on
minimizing or explicitly constraining the sidelobe levels of
the transmitted waveforms [32], [39], [40] and other design
methods such as the ones based on time/Doppler division [38]
or space-time coding [41]–[43]. Hence, large “clear region”
under the “ -clear” condition can be achieved. To further
obtain a larger “clear region” for the TB-based MIMO radar
AF, one can resort to the range-Doppler sidelobes mitigation
techniques. For example, receiver instrumental variable filter
[40], [44], [45] can be employed at the receiving end to suppress
the sidelobes. However, the attainable “clear region” depends
on the exact sidelobe mitigation level.

V. SIMULATION RESULTS
In this section, we provide numerical examples to demon-

strate the AFs for different radar configurations using the gener-
alized TB-based MIMO radar AF definition given in this paper.
We also present comparisons to the AF metric of [33].
Throughout the simulations, we assume that uniform linear

arrays of omni-directional transmit antenna elements
and omni-directional receive antenna elements spaced
half a wavelength apart from each other are used. Both the
transmit and receive arrays are located on the -axis with their
centers at the origin. The total transmit energy is fixed to be
equal to the number of transmit antenna elements . Optimized
polyphase-coded waveforms [35] of code length 512 are used.
We employ a single pulse for simulating the AF, and the pulse
width is selected to be 60 s. The time-bandwidth product

is set to be equal to 256, and the sampling rate is se-
lected to be two times of the bandwidth, i.e., . We fix
both target parameters (with zero Doppler) and in the -
plane, and the latter is varying. We show all together four ex-
amples, and in the first two examples, both parameters are set to
share the same spatial angle . While in the last two exam-
ples, both parameters are set to share the same delay , but

is allowed to have different spatial angles. The maximum
magnitudes of all the simulated AFs are normalized to 1, thus,
the mainlobes of all simulated AFs are 0 dB.

For the TB-based MIMO radar configuration, we select the
spatial sector-of-interest as with a 10 wide
transition band on each side. The transmit energy is focused
within and it is radiated via transmit beams. Two
TB design strategies are used in the simulations. One is the TB
design (10) which is used in the second and third examples,
and the other is the TB design (27) which is used in the first
and last examples. For the TB design (10), the desired vector

is selected as3
where is the th linear function of the
spatial angle . The parameter of this design that controls the
level of radiated power outside is selected differently in the
second and third examples. For the TB design (27), the desired
vector is selected as the same in (10), and the Doppler
domain at the
spatial direction of is selected to be controlled. Other
parameters of this design are respectively selected as

, and kHz. We use the CVX MATLAB
toolbox [48] to solve both TB optimization design problems in
the simulations.
In the first example, we show the square-summation-form

MIMO radar AF metric defined in [33] (see Fig. 1(a)), and com-
pare its zero-delay and zero-Doppler cuts to that of the MIMO
radar AF for and the TB-based MIMO radar AF for
the proposed design of by (27) (see Fig. 1(b)). It can be seen
from Fig. 1 that the relative sidelobe levels of the square-sum-
mation-form AF are highly concentrated and of arched shape
over the delay domain. For example, it can be viewed from
delay domain that all AF sidelobes in the range of delays within

are above dB, and the highest level of side-
lobes around the AF mainlobe reaches approximately dB.
From the comparison results of the zero-delay and zero-Doppler
cuts of AF, it can be seen (see Fig. 1(b)) that spreading rela-
tive sidelobes are obtained using the latter two AFs, and their
levels are lower than that of the square-summation-form AF.
The MIMO radar AF for boils down to the MIMO
radar AF defined in [31] because no TB processing is applied.
To maintain good Doppler tolerance, we can enforce spectral
constraints [37] in addition to ensuring good waveform corre-
lation (i.e., zero-Doppler cut of AF) property when designing
the waveforms. For the TB-based MIMO radar, we also have
the choice to control Doppler sidelobe levels by designing the
TB matrix. It can also be seen from Fig. 1(b) that the Doppler
relative sidelobe levels are suppressed to about dB. In-
deed, this example implicates that the square-summation-form
AF metric obtains worse “clear region” than that of the AF de-
fined in this paper for a given allowable sidelobe level limit .
In other words, the sidelobe level limit for the AF of [33] can
only be set to a relatively high value.
In the second example, we show the TB-based MIMO radar

AF versus delays and Doppler (see Fig. 2) where the TB de-
sign strategy (10) is employed. The target velocity is not needed
when carrying out the optimization process, thus we employ the
spatial angle to replace in all the steering vectors. The pa-
rameter is selected to be 0.38. The figure shows the 3D (full

3For such , the rotational invariance property (RIP) [46], [47] is guaran-
teed that may be desirable in DOA estimation applications [19], [20].



4454 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 63, NO. 17, SEPTEMBER 1, 2015

Fig. 1. Comparison to the square-summation-form MIMO radar AF of [33].
Here , and . (a) 3D view of the square-summation-
form MIMO radar AF and (b) Zero-delay and zero-Doppler cuts of the square-
summation-form MIMO radar AF, the MIMO radar AF for , and the
TB-based MIMO radar AF for the proposed design of by (27). The total
single-pulse polyphase-coded waveforms of code length 512 are used for the
square-summation-form MIMO radar AF and the MIMO radar AF for ,
and the first waveforms are used for the TB-based MIMO radar AF
for design of by (27): , and . High
relative sidelobe levels are obtained in Doppler-delay domain using the square-
summation-form AF, and they are highly concentrated and of arched shape over
the delay domain (e.g., the range of AF amplitudes versus
the delay interval ). Spreading relative sidelobes (with nulls)
are obtained using the latter two AFs, and their levels are lower than that of the
square-summation-form AF. The MIMO radar AF for boils down to the
existing MIMO radar AF defined in [31] because no TB processing is applied.
The relative sidelobe levels of the sub Doppler domain

is controlled to approach for the TB-based MIMO
radar AF for design of by (27). The square-summation-form AF metric of
[33] shows the worst “clear region”.

view) result in the first subfigure, and the 2D (side view) result
in the second subfigure. It can be seen from both subfigures that
the relative sidelobes of the TB-based MIMO radar AF occupy
a certain large range, i.e., they spread rather than focus. From
the view of delay domain, it can be seen that the major side-
lobes around the AF mainlobe concentrate on the level of
dB. While from the view of Doppler domain, it can be seen that
the average level of major sidelobes is about dB. The worst

Fig. 2. The TB-based MIMO radar AF (versus delays and Doppler) associated
with the TB design (10). Here , and . The
first 4 out of 8 single-pulse polyphase-coded waveforms of code length 512
are used: , and . (a) 3D view of AF and
(b) 2D views of the AF. Low relative sidelobe levels are achieved in Doppler-
delay domain using this AF, and the relative sidelobes spread rather than focus.
The average relative sidelobe levels can be seen lower than that present in the
previous example. Doppler relative sidelobe levels are high because no control
is implemented.

sidelobe level from this view is about dB, which is because
the convex optimization based TB design (10) does not consider
the factor of Doppler processing.
In the third example, we show the TB-based MIMO radar AF

versus Doppler and spatial angles (see Fig. 3). The convex opti-
mization based strategy (10) is used to design . All other simu-
lation parameters are the same as in the previous example except
the parameter which is selected as 0.2. To better display the
results, we remove all the sidelobes that are below dB.
The 3D and 2D results are shown in the first and second sub-
figures, respectively. It can be seen from the 3D subfigure that
the TB-based MIMO radar AF has lower sidelobe levels versus
angles than that versus Doppler. From the view of angle, the
AF in fact shows the beampattern of the TB-based MIMO radar
system, and the highest relative sidelobe level in this view is
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Fig. 3. The TB-based MIMO radar AF (versus angles and Doppler) associated
with the TB design (10). Here , and . The
first 4 single-pulse polyphase-coded waveforms of code length 512 are used:

, and . (a) 3D view of AF and (b) 2D
views of the AF. The information of transmit energy focusing within the spatial
sector is conveyed by the result. Low relative sidelobe levels of
the AF are achieved in Doppler-angle domain. Due to the reason that the used
TB design does not consider the effect of Doppler processing, some relative
sidelobe levels along the spatial direction are still high.

about dB. From the view of Doppler, the worst relative
sidelobe level reaches about dB. As the same in the pre-
vious example, this level is relatively high due to the reason
that the design of the TB matrix does not consider the factor of
Doppler processing.
In the last example, we show the TB-based MIMO radar

AF versus Doppler and spatial angles using the proposed
TB design strategy (27) (see Fig. 4). We aim at suppressing
the relative Doppler sidelobe levels of AF in the range

at the spatial direction
of . To better display the results, we remove the sidelobes
that are below dB. It can be seen from the 2D subfigure
that the worst sidelobe level in the desired Doppler range is
well suppressed to below dB, and the worst sidelobe level
in the whole Doppler domain which is far away from the AF

Fig. 4. The TB-based MIMO radar AF (versus angles and Doppler) associated
with the proposed TB design (27). Here , and

. The first 4 single-pulse polyphase-coded waveforms are used:
, and . (a) 3D view of AF and (b) 2D

views of the AF. The relative sidelobe levels of AF in sub Doppler domain
along the spatial direction

are artificially controlled by the proposed TB design, and they are well
suppressed to below dB which in fact demonstrates the tradeoff between
Doppler and spatial processing in the TB-based MIMO radar.

mainlobe is about dB. Because there is no constraint on
the sidelobe levels versus other angles except in (27),
the worst sidelobe level in the whole spatial domain increases
to about dB. The result shown in this example, indeed,
is the tradeoff between Doppler and spatial processing for the
TB-based MIMO radar AF, and it newly verifies the validity of
tradeoffs in the TB-based MIMO radar [49].

VI. CONCLUSION
In this paper, we have derived the AF for the recently pro-

posed TB-based MIMO radar (namely, the TB-based MIMO
radar AF) which allows obtaining waveform diversity and
transmit coherent processing gains over a pre-defined angular
sector simultaneously. Our definition is very general and con-
tains the AFs for the PA, traditional MIMO, and TB-based
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MIMO radars as important special cases under the standard as-
sumption of far-field targets and narrow-band waveforms. This
newly defined AF deals with less number of transmitted wave-
forms than the number of transmit antennas as compared to the
standard MIMO radar configuration where different waveform
is launched from each antenna. It has been shown to contribute
to achieving lower relative AF sidelobe levels. Relationships
among the TB-based MIMO radar AF defined in this paper and
the previous AF works including the Woodward’s AF, the AF
defined for the traditional colocated MIMO radar, and the PA
radar AF, have been established, respectively. We have com-
pared our newly defined TB-based MIMO radar AF with the
existing traditional MIMO radar AF, and have proposed a new
TB design in order to give better relative AF sidelobe levels.
Two limiting cases are identified to bound the “clear region” of
the TB-based MIMO radar AF, and corresponding bounds for
these two cases have been derived, respectively. We have also
shown that the “clear region” for the worst bounding case is
inversely proportional to the number of transmitted waveforms
, while the one for the best bounding case is independent of
. The “clear region” of the TB-based MIMO radar AF, which

depends on the array configuration, is in between that of the
worst and best cases. We have shown in the simulation results
that the square-summation-form AF leads to higher relative
AF sidelobe levels than that of the TB-based MIMO radar AF.
Moreover, using the proposed convex optimization TB design,
the levels can be further reduced.
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ABSTRACT
An ambiguity function (AF) for the multiple-input multiple-
output (MIMO) radar with correlated waveforms is derived.
It serves as a generalized AF for which the phased-array and
the traditional MIMO radar AFs are important special cases.
A simplified expression for the AF for the case of far-field tar-
gets and narrow-band waveforms is also derived. We establish
relationships between the generalized MIMO radar AF met-
ric and the previous works on AF including the Woodward’s
AF and the AF defined for the traditional colocated MIMO
radar. Moreover, we compare the AF of the MIMO radar with
correlated waveforms with the squared-summation-form AF
definition. Simulation results show that the generalized MIMO
radar AF achieves lower relative sidelobe level with proper
design of the waveform correlation matrix or, equivalently, the
transmit beamspace matrix.

Index Terms— Ambiguity function, correlated wave-
forms, generalized, MIMO radar, transmit beamspace.

1. INTRODUCTION

Recently, the multiple-input multiple-output (MIMO) radar
has become the focus of intensive research [1]–[3]. Despite
the benefits due to the use of waveform diversity [3], the tradi-
tional MIMO radar with colocated transmit antenna elements
suffers from the loss of coherent processing gain that can
be achieved in the phased-array (PA) radar system [4]. The
transmit beampattern can be formed by designing a proper
correlation matrix for the waveforms at the transmitter [5]–[7].
Such waveform correlation matrix design can be simplified to
transmit beamspace (TB) matrix design (see for example [8]).
It allows to achieve the coherent processing gain by focus-
ing the energy of multiple transmitted orthogonal waveforms
within a certain angular sector where a target is likely to be

Y. Li’s work is supported by China Scholarship Council while he is visit-
ing Aalto University, and by the Fundamental Research Funds for the Central
Universities of China under Contract ZYGX2010YB007, and the National
Nature Science Foundation of China under Grant 61032010. This work is also
supported in part by the Natural Science and Engineering Research Council
(NSERC), Canada.

located using beamforming techniques [4], [8]. For the MIMO
radar systems, accurate estimation and detection capabilities
are critically important. For example, one important task is to
estimate the direction-of-arrivals of potential targets utilizing
the extra degrees-of-freedom offered by the MIMO radar. To
efficiently characterize the resolution performance, ambigu-
ity function (AF) [9]–[13] can be employed. There are some
works on the traditional MIMO radar AF [11]–[13], and their
starting point is the well-known Woodward’s AF [9], [10]. The
research questions of great significance are to see how the AF
of the MIMO radar with correlated waveforms behaves, and
what the relationships with the previous works on AF are.

In this paper, we define the AF for the MIMO radar with
correlated waveforms, in which the phase shift information
conveyed by the target echo is contained. This phase shift re-
sults from the array geometry and the relative position between
the target and the transmit/receive colocated array. Equivalent
phase centers are used for its calculation. Moreover, we de-
rive a simplified AF expression for the case of far-field targets
and narrow-band waveforms. Based on this expression rela-
tionships between the AF of the MIMO radar with correlated
waveforms and the previous works on AF are established. It
can be utilized as a generalized AF for the PA and traditional
MIMO radars, as well as the MIMO radar with correlated
waveforms. We propose a method to reduce the relative side-
lobe level of the AF and compare it with the traditional MIMO
radar AF defined in [13] by simulations.

2. SIGNAL MODEL

Consider a colocated MIMO radar system with a transmit
array of M antenna elements and a receive array of N antenna
elements. The complex envelope of the transmitted waveforms
in the case of the traditional MIMO radar can be modeled as
sm (t) =

√
E/Mφm (t) , m = 1, 2, . . . , M where E is the

total transmit energy, t is the continuous time index, i.e., time
within the pulse, and φm (t) is the mth orthogonal baseband
waveform. Without loss of generality, we assume that the
transmitted waveforms are normalized to have unit-energy, i.e.,∫
T

|φm (t) |2dt = 1, m = 1, 2, ..., M where T is the time
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duration of the pulse.
In the MIMO radar with correlated waveforms formulated

using the TB matrix design, K(in general, K ≤ M) initially
orthogonal waveforms are transmitted. For each waveform,
a transmit beam is formed by illuminating a particular area
within an angular sector Ω. The signal radiated towards the
target that is located at the spatial direction θ via the kth
transmit beam can be modeled as [8]

sk (t) =

√
E

K
cTk a (θ) φk (t) , k = 1, 2, . . . , K (1)

where a(θ) is the transmit array steering vector, ck denotes the
kth column of the M × K TB matrix C which is defined as
C � [c1, . . . , cK ], and (·)T stands for the transpose operation.
Each column of C with M elements is designed to form a
certain transmit beam within the sector-of-interest Ω, and it
corresponds to one of the K transmitted waveforms. Let cmk

be the mth element of ck, then the signal s̃m (t) radiated by
the mth antenna element can be expressed as

s̃m (t) =

√
E

K

K∑

k=1

cmkφk (t) , m = 1, . . . , M. (2)

The transmitted energy focused within the sector-of-interest
Ω can be maximized by properly designing the TB matrix C.

3. GENERALIZED MIMO RADAR AF WITH
CORRELATED WAVEFORMS

3.1. AF Definition

Let a point target be described by the parameter Θ which
contains the information of the target position vector p and
the velocity vector v. Based on (2), the received signal at
the jth receive antenna element after demodulation to the
base band can be written as (3), shown at the bottom of this

page. Here αmj denotes the complex reflection coefficient for
the (m, j)th transmit-receive channel, τmj (p) is the two-way
time delay due to a target located at p, fc is the operating
frequency, fmj (Θ) is the Doppler shift associated with the
(m, j)th transmit-receive channel for the target characterized
by the parameter Θ and zj (t) is the white Gaussian noise
observed at the jth receive antenna element with power σ2

z .
At the receiving end, r̂j (t,Θ) is matched to each of the

waveforms φk(t), k = 1, . . . , K with a specific target param-
eter Θ′ due to the fact that it is composed of the cumulative
echoes of the known transmitted waveforms. Thus, the re-
ceived signal component r̄ji (Θ,Θ′) that is associated with
the ith transmitted waveform can be obtained as (4), shown
at the bottom of this page. Here (·)∗ is the conjugate opera-
tor, q (i) is the equivalent phase center for the ith transmitted
waveform and z̄ji(t) is the noise after matched filtering.

We define the AF as the square of the coherent summation
of all noise-free matched filtering outputs r̄′ji (Θ,Θ′), j =
1, . . . , N and i = 1, . . . , K. Then the AF of the MIMO radar
with correlated waveforms can be mathematically expressed
as (5), shown at the bottom of this page. Let us introduce an
M × K matrix R whose (m, i)th element is defined as (6),
shown at the bottom of the next page. Using (6), the AF (5)
can be expressed in a simplified form as (7), shown at the
bottom of the next page.

The AF (7) is composed of summation terms, and each
term contains two more components in addition to the complex
reflection coefficient. One is the matched-filtered component
denoted by (6), which stands for the effect of waveform corre-
lation. The other is composed of the last two exponential terms
in (7), which stands for the phase shift information caused by
the relative position and velocity of the target with respect to
the array geometry. It can also be understood as follows. The
mth transmit antenna element emits a signal that is composed
of all the K initially orthogonal waveforms windowed by the
elements of the mth row in the TB matrix C. Thus, the TB

r̂j (t,Θ) =

√
E

K

M∑

m=1

K∑

k=1

αmjcmkφk (t − τmj (p)) exp {−j2πτmj (p) (fc + fmj (Θ))} exp {j2πfmj (Θ) t} + zj (t) (3)

r̄ji (Θ,Θ′) =

∫
r̂j (t,Θ) φ∗

i (t,Θ′) dt =

√
E

K

M∑

m=1

K∑

k=1

αmj

∫
cmkφk (t − τmj (p)) φ∗

i

(
t − τq(i)j (p′)

)
(4)

× exp {−j2πτmj (p) (fc + fmj (Θ))} exp
{
j2πτq(i)j (p′)

(
fc + fq(i)j (Θ′)

)}
exp

{
j2π

(
fmj (Θ) − fq(i)j (Θ′)

)
t
}

dt

+ z̄ji (t) � r̄′ji (Θ,Θ′) + z̄ji (t)

χ (Θ,Θ′) �

∣∣∣∣∣∣

N∑

j=1

K∑

i=1

r̄′ji (Θ,Θ′)

∣∣∣∣∣∣

2

=

∣∣∣∣∣∣

√
E

K

N∑

j=1

K∑

i=1

M∑

m=1

K∑

k=1

αmj

∫
cmkφk (t − τmj (p))φ∗

i

(
t − τq(i)j (p′)

)
(5)

× exp {−j2πτmj (p) (fc + fmj (Θ))} exp
{
j2πτq(i)j (p′)

(
fc + fq(i)j (Θ′)

)}
exp

{
j2π

(
fmj (Θ) − fq(i)j (Θ′)

)
t
}

dt

∣∣∣∣∣∣

2
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matrix C is playing a role of transforming the original K × K
waveform covariance matrix to the M × K matrix R. The
main purpose of adding the phase shift information in (7) is
to incorporate the property of coherent processing introduced
by the array configuration. By properly designing the matrix
C and selecting the equivalent phase centers, the AF (7) can
serve also as the AF for the PA and traditional MIMO radars.

3.2. Far-Field Targets and Narrow-Band Waveforms

One most common scenario that radar systems deal with is the
case of far-field targets and narrow-band waveforms. The ef-
fect of the complex reflection coefficients in different transmit-
receive channels can be neglected in this case because the
contributions of different transmit-receive channels to the gen-
eralized MIMO radar AF are constant at any given time t.
They remain constant even when considering multiple pulses
and inter-pulse varying reflection coefficients, if long pulse
width is employed and no range foldering occurs [12].

Assume that the antenna elements of the transmit and re-
ceive arrays have locations {qT,1, . . . ,qT,M} and {qR,1, . . . ,
qR,N}, respectively, and the equivalent phase centers have
locations {qTE,1, . . . , qTE,K} whose elements are vectors
in three-dimensional Cartesian coordinates. Let u (Θ) be a
unit-norm steering vector pointing from the transmit/receive
array to the target with parameter Θ. Then the AF (7) can be
simplified as

χ (Θ,Θ′) =
∣∣aH

R (Θ)aR (Θ′)
∣∣2 ∣∣aH

T (Θ)RaTE (Θ′)
∣∣2

(8)
where the (m, i)th element of the M × K matrix R is ex-
pressed as

[
R

]
mi

(Δτ, Δfd,C) (9)

=

√
E

K

K∑

k=1

cmk

∫
φk (t) φ∗

i (t − Δτ)exp {j2πΔfdt} dt

and (·)H denotes the conjugate transpose. Here also Δτ �
τ(p) − τ(p′), Δfd � f(Θ) − f(Θ′), and aT(Θ) �[
exp {ũT (Θ)qT,1}, . . . , exp {ũT (Θ)qT,M}

]T
, aR(Θ) �

[ exp {ũT (Θ)qR,1}, . . . , exp {ũT (Θ)qR,N} ]T , aTE(Θ) �
[ exp {ũT (Θ)qTE,1}, . . . , exp

{
ũT (Θ)qTE,K

}
]T are the

M × 1 transmit array steering vector, the N × 1 receive array

steering vector, and the K × 1 equivalent transmit array steer-
ing vector, respectively, with ũ(Θ) � j2πf ′(Θ) · u(Θ)/c
and f ′(Θ) � fc+f(Θ). The dependence of R from Δτ, Δfd,
and C is not shown in (8) for brevity, and the subscript indices
for τ and f are omitted for the far-field narrow-band case.

3.3. Relationships With Other AFs

Let the K × K matrix χ (τ, fd) be the AF matrix of the K
orthogonal waveforms, whose (j, k)th element is given by

[χ]jk (τ, fd) =

∫
φj (t) φ∗

k (t − τ) exp {j2πfdt} dt. (10)

Using (9) and (10), the simplified AF (8) can be expressed as

χ (Θ,Θ′) =
E

K

∣∣aH
R (Θ)aR (Θ′)

∣∣2 (11)

×
∣∣aH

T (Θ)Cχ (Δτ, Δfd)aTE (Θ′)
∣∣2

where χ (Δτ, Δfd) is the K × K matrix whose elements are
given by (10). Considering that Δτ and Δfd depend on Θ
and Θ′, we employ these two parameters to denote the AF of
the MIMO radar with correlated waveforms.

Equation (11) establishes the connection between the gen-
eralized MIMO radar AF and the well known Woodward’s
AF. If the number of transmitted waveforms K is increased
to M , C is simply the identity matrix IM , and the equivalent
phase centers are selected to be the positions of the M transmit
antenna elements, then the AF (11) becomes

χMIMO (Θ,Θ′) =
E

M

∣∣aH
R (Θ)aR (Θ′)

∣∣2 (12)

×
∣∣aH

T (Θ) χ (Δτ, Δfd)aT (Θ′)
∣∣2 .

Expression (12) denotes the traditional MIMO radar AF and
has the same form as the definition in [11] except for the
magnitude term. This term represents the general expression
of the transmit power allocation for the traditional MIMO
radar. Therefore, if E is selected to be equal to M , then
the expression (12) and the AF definition [11] have identical
expressions. Furthermore, the generalized MIMO radar AF
(11) is also related to the traditional MIMO radar AF with K
uniform subarrays [14]. In this case, C is designed as a block
diagonal matrix whose block elements are associated with the

[R]mi (Θ,Θ′,C, j) �
√

E

K

K∑

k=1

cmk

∫
φk (t − τmj (p))φ∗

i

(
t − τq(i)j (p′)

)
exp

{
j2π

(
fmj (Θ) − fq(i)j (Θ′)

)
t
}

dt (6)

χ (Θ,Θ′) (7)

=

∣∣∣∣∣∣

N∑

j=1

K∑

i=1

M∑

m=1

αmj [R]mi (Θ,Θ′,C, j) exp {−j2πτmj (p) (fc + fmj (Θ))} exp
{
j2πτq(i)j (p′)

(
fc + fq(i)j (Θ′)

)}
∣∣∣∣∣∣

2
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Fig. 1. Difference between the AF (8) and that defined in [13].

subarrays. The corresponding equivalent phase centers are
selected as the centers of the subarrays. When K is selected as
1, the generalized MIMO radar AF (11) also boils down to the
PA radar AF. Consequently, the AF defined in this paper serves
as a unified definition of AF, and it links to the Woodward’s
AF by using the expression of the Woodward’s AF matrix.

For the MIMO radar with correlated waveforms, if each
coherent processing gain Υj � aH

T (Θ)cj , j ∈ {1, . . . , K}
is designed to have constant magnitude, then the rotational
invariance property [15], [16] holds. Hence, we can design the
TB matrix C to guarantee that the jth coherent processing gain
and the jth element of the equivalent transmit array steering
vector have opposite phases, i.e., ∠Υj = −∠aTE,j(Θ), j ∈
{1, . . . , K}, in order to reduce the effect of the relative side-
lobes of the generalized MIMO radar AF.

4. SIMULATION RESULTS

Throughout our simulations, we assume uniform linear arrays
of M = 8 omni-directional transmit antennas and N = 8
receive antennas spaced half a wavelength apart. Both the
transmit and receive arrays are located at the same position
on the x-axis. The total transmit energy is fixed to E =
M . Polyphase-coded sequences [17] are employed as the
transmitted waveforms. The code length of each waveform is
256. We employ a single pulse whose pulse width is selected
to be T = 10 ms to simulate the AF. The time-bandwidth
product is set to be BT = 128, and the sampling rate is set to
be fs = 2B. Two targets are assumed to be located on the y-
axis, sharing the same spatial angle θ = 0◦. The simulated AFs
for the case of far-field targets and narrow-band waveforms
are normalized to their maximal value.

In the first example, we investigate the difference between
the generalized MIMO radar AF metric defined in this paper
and the AF metric defined in [13]. 8 waveforms for the tradi-
tional MIMO radar case are employed, and the TB matrix C is
given as the identity matrix IM . It can be seen that the differ-

Fig. 2. Generalized MIMO radar AF with 4 waveforms.

ences are nearly all above zero, which means that the relative
sidelobe level of the AF in [13] is higher than that obtained
using the AF (8). The largest difference of the relative sidelobe
level reaches 4% of the normalized AF metric peak (i.e., 1),
demonstrating that the AF (8) gives a better relative sidelobe
level than that in [13]. This means that the maximum possible
region which is free of sidelobes achieved in the generalized
AF for the MIMO radar with correlated waveforms is always
larger than that achieved in the AF in [13].

In the second example, we present the generalized MIMO
radar AF with K = 4 waveforms. The first 4 waveforms
used in the first example are exploited. The TB matrix C of
size 8 × 4 is designed to meet the aforementioned condition
that the rotational invariance property at the receive array
holds. It can be seen that the mainlobe peak of the generalized
MIMO radar AF is obtained at the point (0, 0), i.e., no time
and Doppler delays for the two targets. The relative sidelobe
level of the generalized MIMO radar AF in this case ranges
from −50 dB to −20 dB. The thumbtack shape of the AF
clearly demonstrates how the AF of the generalized MIMO
radar with 4 orthogonal transmitted waveforms behaves.

5. CONCLUSIONS

We have derived the AF for the MIMO radar with correlated
waveforms that facilitates obtaining waveform diversity and
coherent processing gain simultaneously. Our definition gen-
eralizes the AFs for the PA and traditional MIMO radars, as
well as the AF of the MIMO radar with correlated waveforms.
A simplified AF expression for the case of far-field targets and
narrow-band waveforms is obtained. We have established the
relationships between the generalized AF defined in this paper
and the previous works on AF including the Woodward’s AF
and the AF for the traditional MIMO radar. It is shown that
the proposed generalized MIMO radar AF can achieve lower
relative sidelobe level by properly designing the TB matrix or,
equivalently, the waveform correlation matrix.
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ABSTRACT

We address the problem of terrain-scattered jammer suppres-
sion in multiple-input multiple-output (MIMO) radar using
space-(fast) time adaptive processing (SFTAP). The correla-
tion function of jamming components after matched filtering
at the receiving end of MIMO radar is derived, and its relation-
ship to the correlation matrix of the transmitted waveforms
is established. This correlation function serves as a theoreti-
cal measure of evaluating the matched filtering effect on the
received jamming signals. We propose a minimum variance
distortionless response (MVDR) type SFTAP design by tak-
ing into account the factors of waveform-introduced range
sidelobes and cold clutter stationarity over different pulse in-
tervals. A closed-form solution to this design is derived by
means of the method of Lagrange multipliers. We also pro-
pose a relaxed SFTAP design by modifying the constraints
of the MVDR type design. Both proposed SFTAP designs
can support further slow-time Doppler processing procedure.
Simulation results show the validity of our SFTAP designs.

Index Terms—Jammer suppression, MIMO radar, space-
(fast) time adaptive processing (SFTAP).

1. INTRODUCTION

The multiple-input multiple-output (MIMO) radar has become
a research field of significant interest in recent years [1]–[12].
Many benefits enabled by MIMO radar such as improved pa-
rameter identifiability and angular resolution [1], extended
array aperture by virtual sensors [4], and increased opportu-
nities for clutter and jammer mitigation [5], [13]–[15] have
been explored. One of the most important factors that con-
tribute to these benefits is the significantly increased number of
degrees of freedom (DOFs) [4], which motivates researchers
to use this characteristic in various classic topics that have
been studied for phased-array radar. The terrain-scattered or
diffuse jamming multipath suppression [16]–[20] in the pres-
ence of backscattered radar ground clutter (i.e., cold clutter)
is an important example of such research topics. Jamming
signals can be scattered off greatly when the surface of the
ground region becomes diffuse, which results in strong corre-
lations of jamming signals over fast-time domain. Therefore,

fast-time processing or space-time adaptive processing (STAP)
techniques [21], [22] are needed.

Since pure mutual orthogonality of multiple waveforms
does not exist in MIMO radar [10], [12], it is necessary to
study the effect of matched filtering on the received jamming
signals before applying STAP techniques. Despite of the op-
portunity introduced by the extra DOFs, MIMO radar also
faces the challenge of significantly increased computational
burden. Therefore, it is worth developing proper STAP tech-
niques for MIMO radar. Three-dimensional STAP dealing
with joint clutter mitigation has been studied in [15]. Here we
develop two-dimensional space-(fast) time adaptive processing
(SFTAP) techniques for jammer suppression, through which
the cold clutter stationarity can be maintained.

In this paper, we study the problem of terrain-scattered
jammer suppression using SFTAP approach and derive a cor-
relation function of the match-filtered jamming components
which establishes relationship to the correlation matrix of the
transmitted waveforms. This correlation function can serve
as a measure of evaluating the matched filtering effect on the
received jamming signals. We consider two important factors
including range sidelobes resulted from the actual transmit-
ted waveforms and the cold clutter stationarity over different
pulse intervals. For a certain pulse, we null the range sidelobes
resulted from the transmitted waveforms towards the target
direction, and enable the stationarity of the output cold clutter
by enforcing its output power to be equal to that of the starting
pulse. Based on this idea, a minimum variance distortionless
response (MVDR) type SFTAP design is proposed. We derive
a closed-form solution to the design utilizing the method of
Lagrange multipliers. Considering that a closed-form solu-
tion does not always exist, especially when the weight vector
subspace defined by the constraints of the design is empty,
we propose an alternative SFTAP design by relaxing equality
constraints into inequality ones.

2. SIGNAL MODEL

Consider a colocated MIMO radar system equipped with a
transmit array of M antenna elements and a receive array of
N antenna elements. Both arrays are assumed to be closely
located so that they share an identical spatial angle for a far-

3026978-1-4799-9988-0/16/$31.00 ©2016 IEEE ICASSP 2016



field target. Let φ(t) , [φ1(t), . . . , φM (t)]
T be the M × 1

vector that contains the complex envelopes of the transmitted
waveforms φi(t), i = 1, . . . ,M for a given fast time t where
(·)T is the transpose operator. Each waveform has unit energy
over the whole pulse duration Tp. The general model for the
N × 1 vector of the receive array observations at the fast time
t within the τ th pulse can be expressed as

x(t, τ) = xt(t, τ) + xc(t, τ) + xj(t, τ) + xn(t, τ) (1)

where the components on the right hand side, which are all
N ×1 vectors, denote the received signals of the target, clutter,
jamming, and noise, respectively. These components are gen-
erally uncorrelated to each other. The target and backscattered
radar clutter are expressed as1

xt(t, τ) =

√
E

M
αtDt(τ)

(
aT(θt)φ(t− ζ0)

)
b(θt) (2)

xc(t, τ) =

√
E

M

Nc∑
i=1

ξiDi(τ)
(
aT(θi)φ(t− ζ0)

)
b(θi) (3)

respectively, where E is the transmit energy, ζ0 is the fast-
time delay of the range of interest which is separated into Nc
patches, θt and θi are spatial angles of the target and the ith
clutter patch, respectively, αt and ξi are the complex reflection
coefficients of the target and the ith clutter patch, respectively,
Dt(τ) and Di(τ) are respectively the Doppler shifts of the
target and the ith clutter patch, and a(θ) and b(θ) are the
transmit and receive antenna array steering vectors for a spatial
angle θ, respectively.

Let sj(t, τ), j = 1, . . . , J be the jamming signals, each of
which is assumed to be independent of the others and propa-
gated through P independent propagation paths (enabled by
diffuse scatters) generally including the direct, specular, and
diffuse ones. Then the vector of received jamming observa-
tions can be expressed as

xj(t, τ) =
J∑
j=1

P∑
p=1

βj,psj(t− ζ0 − ζp, τ)b(ϑj,p) (4)

where ζp is the fast-time delay associated with the pth prop-
agation path, βj,p is the magnitude of the reflected jamming
signal, and ϑj,p is the corresponding spatial angle, both associ-
ated with the pth propagation path due to the jth jammer. The
received noise component xn(t, τ) is assumed to be white and
Gaussian distributed.

After matched filtering the received data x(t, τ) to the M
transmitted waveforms at the fast-time index ζ and stacking the
filtered outputs into one column vector, the resulting MN × 1
virtual data vector y(ζ, τ) can be obtained as

y(ζ, τ) = vec
(∫

Tp
x(t, τ)φH(t− ζ)dt

)
, yt(ζ, τ) + yc(ζ, τ) + yj(ζ, τ) + yn(ζ, τ) (5)

1We assume here that the cold clutter signal is stationary for a given range
bin and the information of target signal is perfectly known or detectable. The
case that their distortions due to strongly glistening surface occur (see for
example [23]), and hence requires robust processing [24], is not considered.

where the filtered target, clutter, and jamming components
yt(ζ, τ), yc(ζ, τ), and yj(ζ, τ) are respectively expressed as

yt(ζ, τ) =

√
E

M
αtDt(τ)

(
RT

φ(ζ)a(θt)
)
⊗ b(θt) (6)

yc(ζ, τ) =

√
E

M

Nc∑
i=1

ξiDi(τ)
(
RT

φ(ζ)a(θi)
)
⊗ b(θi) (7)

yj(ζ, τ) =

J∑
j=1

P∑
p=1

βj,pηj,p(ζ, τ)⊗ b(ϑj,p) (8)

with the M × M waveform correlation matrix Rφ(ζ) and
the M × 1 match-filtered vector ηj,p(ζ, τ) that is asso-
ciated with the pth propagation path of the jth jamming
signal defined as Rφ(ζ) ,

∫
Tp
φ(t)φH(t− ζ + ζ0)dt and

ηj,p(ζ, τ) ,
∫
Tp
sj(t− ζ0 − ζp, τ)φ∗(t− ζ)dt. Moreover,

yn(ζ, τ) , vec
(∫
Tp
xn(ζ, τ)φ

H(t− ζ)dt
)
. Here (·)∗, (·)H,

⊗, and vec(·) are conjugate, Hermitian transpose, Kronecker
product, and stacking operators, respectively.

3. JAMMER SUPPRESSION VIA SFTAP

We first derive correlations of jamming signals after matched
filtering in order to show that the match-filtered jamming com-
ponents with respect to a certain transmitted waveform in
MIMO radar are correlated to each other over fast-time do-
main. This characteristic can be used by SFTAP techniques for
the terrain-scattered jammer suppression. Then we present two
SFTAP designs for jammer suppression, where the waveform-
introduced range sidelobes and stationarity of cold clutter over
different pulse intervals are both considered.

3.1. Correlations of Jamming Components

Let us consider the commonly used barrage noise jamming
signals, i.e., sj(t, τ), j = 1, . . . , J are mutually independent
stationary white random processes which satisfy

E
{
sj(t, τ)s

∗
j′(t
′, τ ′)

}
= Sj(fc)δjj′δ(t− t′)δττ ′ (9)

where Sj(fc) is the jamming power spectral density at carrier
frequency fc, δ(·) and δj,j′ (also δττ ′ ) are Dirac and Kronecker
delta functions, respectively, and E{·} is the expectation oper-
ator. New subscript j′ and parameters t′ and τ ′ are introduced
in (9) in order to distinguish from j, t, and τ , respectively,

First, we perform correlation analysis on the match-filtered
vector ηj,p(ζ, τ) in (8) which is the only term that determines
the correlation property of the jamming component. The M ×
M correlation matrix of ηj,p(ζ, τ) can be derived as

Rη
j,p,j′,p′(ζ, ζ

′, τ, τ ′) , E
{
ηj,p(ζ, τ)η

H
j′,p′(ζ

′, τ ′)
}

= E
{∫∫

Tp
sj(t− ζ0 − ζp, τ)s∗j′(u− ζ0 − ζp′ , τ ′)

× φ∗(t− ζ)φT(u− ζ ′)dtdu
}

= Sj(fc)δjj′δττ ′RT
φ(ζp − ζp′ + ζ ′ − ζ + ζ0). (10)
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For a certain jamming signal and an identical pulse, the cor-
relation matrix (10) is guaranteed to be nonzero on condition
that the term ζp − ζp′ + ζ ′ − ζ equals zero. Based on (10)
and also using (8), the MN ×MN correlation matrix of the
jamming signal can be derived as
Rj(ζ, ζ

′, τ, τ ′) , E
{
yj(ζ, τ)y

H
j (ζ
′, τ ′)

}
=

J∑
j=1

J∑
j′=1

P∑
p=1

P∑
p′=1

βj,pβ
∗
j′,p′R

η
j,p,j′,p′(ζ, ζ

′, τ, τ ′)

⊗
(
b(ϑj,p)b

H(ϑj′,p′)
)

= Sj(fc)δττ ′

J∑
j=1

P∑
p=1

P∑
p′=1

βj,pβ
∗
j,p′ (11)

×RT
φ(ζp − ζp′ + ζ ′ − ζ + ζ0)⊗

(
b(ϑj,p)b

H(ϑj,p′)
)
.

Note that the relationship between the correlation matrix
of transmitted waveforms and that of jamming signals after
matched filtering is established in (11). Thus, the effect of
matched filtering on jamming signals can be measured by
(11). Indeed, the correlation property of jamming signals over
fast-time domain is not destroyed by matched filtering, and
their correlation levels depend on the occurrence frequency of
multipath. Due to the correlations in both fast-time and spatial
domains, jamming signals can be suppressed using proper
SFTAP designs which will be presented in the following.

3.2. SFTAP Designs

Let us assume that Q fast-time taps (i.e., range bins) are avail-
able. We stack all the Q taps of data vectors associated with
the τ th pulse, namely, y(ζ, τ), ζ = ζ0, . . . , ζ0 + Q − 1 (see
(5)), into an MNQ× 1 virtual data vector y(τ), i.e.,

y(τ) ,
[
yT(ζ0, τ), . . . ,y

T(ζ0 +Q− 1, τ)
]T

(12)
= yt(τ) + yc(τ) + yj(τ) + yn(τ) (13)

where yt(τ), yc(τ), yj(τ), and yn(τ) are formed by means of
the same stacking way as y(τ) in (12).

Using (13) and realizing that clutter, jammer, and noise
signals are independent of each other, the MNQ ×MNQ
target-free covariance matrix of y(τ) can be expressed as

Ry(τ) , E
{
yc(τ)y

H
c (τ)

}
+ E

{
yj(τ)y

H
j (τ)

}
+ E

{
yn(τ)y

H
n (τ)

}
= Rc(τ) +Rj +Rn , Rc(τ) +Rjn (14)

where Rc(τ), Rj, and Rn are covariance matrices of clutter,
jamming, and noise signals, respectively, and Rjn , Rj+Rn.
Note that only the clutter covariance matrix depends on the
slow-time index τ . Jamming covariance does not depend on τ
due to the result of (11). We refer readers to [17] (and refer-
ences therein) for practical estimation of covariance matrices.

For the τ th pulse, the SFTAP aims at finding an adaptive
filter which minimizes the output interference power with-
out attenuating that of the target so that the output signal-to-
jammer-plus-noise ratio (SJNR) is maximized. The key issue

lies in the stationarity of cold clutter over different pulse in-
tervals after processing. Well maintained clutter stationarity
enables direct application of slow-time Doppler processing.
Realizing this, we propose the following SFTAP design, i.e.,

min
w(τ)

wH(τ)Rjnw(τ) (15a)

s.t. wH(τ)st(θt) = 1 (15b)

wH(τ)Rc(τ)w(τ)

wH(0)Rc(τ)w(0)
= 1 (15c)

wH(τ)ũ(ζ0, θt) = 0 (15d)
where st(θt) is the MNQ× 1 target steering vector, w(0) is
the MNQ × 1 adaptive weight vector for the first pulse (in-
dexed by τ = 0), and ũ(ζ0, θt) , [0,uT(ζ0 + 1, θt), . . . ,
uT(ζ0 +Q− 1, θt)]

T with u(ζ, θt) defined as u(ζ, θt) ,(
RT

φ(ζ)a(θt)
)
⊗ b(θt). Note that (15) deals with the SFTAP

design problem for each transmitted pulse since the Doppler
information of clutter signals changes over slow-time domain.
The constraint (15c) ensures to keep the cold clutter station-
arity, and (15d) accounts for the attenuation of sidelobes at
range bins other than the one where the target is located.

Let v(ζ0, θt) , [st(θt), ũ(ζ0, θt)] and e , [1, 0]
T. Us-

ing the method of Lagrange multipliers, the solution to the
optimization problem (15) can be derived as

w(τ) = (Rjn + λRc(τ))
−1
v(ζ0, θt)

(
vH(ζ0, θt)

× (Rjn + λRc(τ))
−1
v(ζ0, θt)

)−1
e (16)

where λ is determined by the smallest eigenvalue of the matrix
R
−1/2
c (τ)RjnR

−1/2
c (τ)/

(
wH(0)Rc(τ)w(0)

)
. The solution

(16) exists on condition that the subspace of adaptive weights
defined by constraints of (15) is nonempty. Consequently, λ
should guarantee the existence of the matrix inverse in (16)
and also this matrix should not be indefinite.

In practice, we can relax the latter two constraints of (15).
One way is to upper-bound the difference between roots of the
nominator and denominator in (15c), and meanwhile keep the
range sidelobe levels towards the target direction lower than
a reasonable level. The corresponding relaxed design can be
cast as the following optimization problem, i.e.,

min
w(τ)

wH(τ)Rjnw(τ) (17a)

s.t. wH(τ)st(θt) = 1 (17b)

‖wH(τ)R1/2
c (τ)−wH(0)R1/2

c (τ)‖ ≤ ε (17c)∣∣wH(τ)ũ(ζ0, θt)
∣∣ ≤ γ (17d)

where ε ≥ 0 is the parameter that bounds the adaptive output
of clutter distortion caused by the achieved weight vector w(τ)
as compared to the w(0), γ ≥ 0 is the parameter of user choice
that characterizes the worst acceptable range sidelobes towards
the target direction, and ‖ · ‖ and | · | denote the Euclidean
norm and the absolute value, respectively. Note that (17) is
convex and can be efficiently solved. For given value of γ, the
feasibility of (17) can be guaranteed if ε ≥ εmin where εmin is
the minimum value of the output clutter distortion associated
with the calculation under constraints (17b) and (17d).
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Fig. 1. SJNR performance versus taps.

4. SIMULATION RESULTS

We use uniform linear arrays equipped with M = 8 transmit
and N = 8 receive antenna elements spaced half a wavelength
apart from each other. The transmit energy is set as E =M ,
and the moving speed of the radar platform is 125m/s. Each
radar coherent processing interval is assumed to consist of 10
pulses. We consider the scenario that P = 19 diffuse mul-
tipath due to the presence of J = 1 jamming source occurs,
and the multipath is uniformly distributed within [−9◦, 9◦].
Both the jammer-to-noise ratio (JNR) (for each path) and the
clutter-to-noise ratio (CNR) are assumed to be 30 dB. The
signal-to-noise ratio (SNR) of the target located at the spatial
direction θt = 0◦ is 0 dB. We utilize 4 sets of unimodu-
lar waveforms including the polyphase-coded (PC) [25], the
cyclic algorithm (CA)-based, cyclic algorithm new (CAN)-
based, and weighted cyclic algorithm new (WeCAN)-based
waveforms [7] to evaluate the performance of the two proposed
SFTAP designs. The code length of each waveform is 256. We
select parameters ε = 0.2 and γ = 0.001 for the design (17).
The CVX MATLAB package is used to solve the optimization
problems (15) and (17).

In our first example, we evaluate the output SJNR per-
formance versus the employed number of temporal taps for
different waveforms. It can be seen that the output SJNR per-
formance improves when the number of employed fast-time
taps is increased. The case with one single temporal tap, i.e.,
the suppression without fast-time processing, shows the worst
SJNR performance (less than −35 dB), meaning that fast-time
processing is vital for the suppression of jamming signals. For
either of the two SFTAP designs, it can be seen that the out-
put SJNR performance differs with respect to different sets
of waveforms, and the largest performance gap for a certain
number of temporal taps goes larger than 6 dB. This indeed
verifies the effects of matched filtering on jammer suppression
in the context of different sets of waveforms. It can be seen
that the PC and CAN-based waveforms (which show similar
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Fig. 2. SCNR performance versus normalized Doppler.

SJNR performance) outperform the other two sets of wave-
forms. For a certain set of waveforms, it can be seen that the
SFTAP design (15) generally outperforms the design (17).

In our second example, we evaluate the output signal-
to-clutter-plus-noise ratio (SCNR) performance of slow-time
Doppler processing, i.e., adaptive processing after applying
the proposed SFTAP designs. We employ 12 temporal taps for
both SFTAP designs, and select other parameters to have the
same values as the previous example. The remarkable result
of this example is that the SFTAP designs associated with dif-
ferent sets of waveforms show similar slow-time Doppler pro-
cessing performance, i.e., the slow-time Doppler processing
which follows the jammer suppression over fast-time domain
is no longer sensitive to the employed waveforms, and both SF-
TAP designs show almost the same output SCNR performance.
This example verifies that the stationarity of cold clutter is
well maintained by the proposed SFTAP designs.

5. CONCLUSION

We have addressed the problem of terrain-scattered jammer
suppression in MIMO radar utilizing SFTAP techniques. The
correlation function of match-filtered jamming components
has been derived, which establishes connections with the cor-
relation matrix of the transmitted waveforms. It serves as a
measure of evaluating the matched filtering effect on the re-
ceived jamming signals. We have proposed an MVDR type SF-
TAP design in which the waveform-introduced range sidelobes
towards the target direction and the cold clutter stationarity
over different pulse intervals have been considered. A closed-
form solution to the proposed design has been derived. We
have also proposed a relaxed SFTAP design by replacing the
equality constraints of the MVDR type design with inequality
constraints. The proposed SFTAP designs have shown the
ability to maintain cold clutter stationarity and further sup-
port slow-time Doppler processing. Simulation results have
verified the validity of the proposed designs.
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ABSTRACT
In this paper, the problem of joint hot and cold clutter mitiga-
tion in the context of transmit beamspace (TB)-based multiple-
input multiple-output (MIMO) radar is studied. The TB-based
MIMO radar enables special spatio-temporal structure and low
rank of clutter covariance matrices. To efficiently mitigate the
hot clutter such as terrain scattered multipath jamming concen-
trated in the sector-of-interest and the enhanced cold clutter
due to transmit energy focusing, we resort to three-dimensional
(3D) space-time adaptive processing (STAP) technique. A new
3D STAP method is proposed, which significantly reduces
the computational complexity. We show from interference
mitigation perspective that the TB-based MIMO radar enables
superior output signal-to-interference-plus-noise ratio to that
of its traditional MIMO radar counterpart.

Index Terms—Colocated MIMO radar, joint clutter mit-
igation, space-time adaptive processing (STAP), transmit
beamspace (TB).

1. INTRODUCTION

The multiple-input multiple-output (MIMO) radar has become
a research field of significant interest in recent years [1]–[15].
Transmit beamforming techniques have been employed to
achieve desired beampattern (possibly flat) that covers a cer-
tain spatial sector of interest (SOI) [5]–[10]. Additional benefit
in terms of signal-to-noise ratio (SNR) gain can be obtained
if much less number of waveforms than that employed in
the traditional MIMO radar are used [8], i.e., transmit co-
herent processing gain [7] and waveform diversity [1] are
jointly achieved. Superior direction-of-arrival estimation per-
formance, for example, can be achieved in the presence of
only noise due to this core feature [8], [10]. Moreover, flexi-
ble correlated waveforms are also allowed to be emitted [13].
Such advantages motivate us to further investigate the ques-
tion on how the transmit beamspace (TB)-based MIMO radar
behaves in the environment when both interference and noise
are present. The situation of special interest is when hot clut-
ter [16] and cold clutter [17] are both present simultaneously.
Cold clutter energy is concentrated within the SOI, and terrain

Y. Li’s work is supported by China Scholarship Council (CSC).

scattered multipath or diffuse jamming that represents the hot
clutter occupying the whole SOI can further have a signifi-
cant impact on the performance of the TB-based MIMO radar.
Different from the clutter mitigation in the phased-array (PA)
radar [18]–[22], the TB-based MIMO radar enables special
spatio-temporal structure and low rank of clutter covariance
matrices due to its TB strategy [8], [10]. To the best of our
knowledge, the potential of the TB-based MIMO radar on joint
clutter mitigation has not been studied previously.

In this paper, we aim at studying and verifying benefits
of the TB-based MIMO radar from the perspective of clutter
mitigation. Motionless hot clutter such as terrain scattered
multipath or diffuse jamming together with ground reflected
cold clutter are both involved in the interference environment.
We resort to three-dimensional (3D) space-time adaptive pro-
cessing (STAP) technique to achieve the mitigation goal. Uti-
lizing the special spatio-temporal structure produced by the
TB strategy as well as the low-rank and block diagonal hot
and cold clutter covariance matrices, we propose a new 3D
STAP method with low computational complexity. Passive
receiving and off-line clutter subspace calculation with respect
to (w.r.t.) radar geometry are used in this method. We show
that the TB-based MIMO radar enables superior output signal-
to-interference-plus-noise ratio (SINR) to that of its traditional
MIMO radar counterpart under efficient clutter mitigation.

2. SIGNAL MODEL

Consider an airborne colocated MIMO radar system with a
transmit array of M antenna elements and a receive array of
N antenna elements. Both arrays are assumed to be closely
located, therefore, they share an identical spatial angle for
a far-field target. In the context of the TB-based MIMO
radar, K (in general,K ≤M) initially orthogonal waveforms
are transmitted via K synthesized transmit beams [8]. Let
φ(t) = [φ1(t), . . . , φK(t)]

T be the K × 1 vector of the trans-
mitted waveform values for a given fast time t where (·)T
stands for the transpose operation. We assume that the trans-
mitted waveforms are orthogonal to each other over the time
interval of radar pulse duration Tp. The signal radiated towards
the spatial direction θ through the kth transmit beam can be

2334978-1-4673-6997-8/15/$31.00 ©2015 IEEE ICASSP 2015



modeled as [8]

sk(t) =

√
E

K

(
cHk a(θ)

)
φk(t), k = 1, . . . ,K (1)

where E is the total transmit energy, a(θ) is the transmit
antenna array steering vector, ck is the kth unit-norm col-
umn vector of the M ×K TB matrix C which is defined as
C , [c1, . . . , cK ], and (·)H stands for the Hermitian trans-
pose. From the elementspace perspective, one of the possible
transmit schemes is to individually emit the following com-
pound waveforms by the M transmit antenna elements [23]

s̃m(t) =

√
E

K

K∑
k=1

cmk φk(t), m = 1, . . . ,M (2)

where cmk is the mth element of ck.
Let us assume that one radar coherent processing interval

(CPI) contains L pulses, and the ground range (ring) of inter-
est (ROI) is separated into Nc (Nc � KNL) patches. The
number of J independent motionless jammers is present, and
the jamming signal (to be specific, barrage noise) generated
by each hostile jammer is propagated through P independent
propagation paths which generally include the direct, specular,
and diffuse ones. Thus, in the presence of the target and for
the τ th pulse , the N × 1 complex vector of array observations
from the ROI can be expressed as

x(t, τ) =

√
E

K
αtDt(τ)

((
CHa(θt)

)T
φ(t− ζ0)

)
b(θt)

+

√
E

K

Nc∑
i=1

ξiDi(τ)
((

CHa(θi)
)T

φ(t− ζ0)
)
b(θi)

+
J∑
j=1

P∑
p=1

βpj s
p
j (t− ζ0, τ)b

(
ϑpj
)
+ z(t, τ) (3)

where t and τ are respectively the fast- and slow-time indices,
ζ0 is the fast-time delay of the ROI, θt, θi, and ϑpj are spatial
angles of the target, the ith clutter patch, and the pth scatter
associated with the jth jamming source, respectively, αt, ξi,
and βpj are the complex reflection coefficients of the target, the
ith clutter patch, and the jth jamming source associated with
the pth propagation path with variances σ2

α, σ2
ξi

, and σ2
βj,p

,
respectively, Dt(τ) and Di(τ) are respectively the Doppler
shifts of the target and the ith clutter patch introduced by the
relative motions w.r.t. the radar platform, spj (t, τ) is the jth
jamming signal through the pth propagation path (i.e., a time
delayed version of the jth original jamming signal) at the fast-
time index t and the slow-time index τ , b(θ) is the receive
antenna array steering vector, and z(t, τ) is the N × 1 white
Gaussian noise term.

By match filtering the receive data x(t, τ) to the K origi-
nal orthogonal waveforms at the fast-time index ζ (matched
filtering of the ROI occurs at ζ0) and stacking the filtered out-
puts for all slow-time pulses, the LKN × 1 virtual data vector

can be obtained as

y(ζ) = vec
(∫

Tp
x(t, τ)φH(t− ζ)dt

)
τ=1,...,L

=

√
E

K
αtd(θt)⊗ u(θt, ζ)⊗ b(θt)

+

√
E

K

Nc∑
i=1

ξid(θi)⊗ u(θi, ζ)⊗ b(θi)

+
J∑
j=1

P∑
p=1

βpj η
p
j (ζ)⊗ b

(
ϑpj
)
+ z̃(ζ) (4)

, yt(ζ) + yc(ζ) + yh(ζ) + z̃(ζ) (5)

where u(θ, ζ) , RT
φ(ζ)

(
CHa(θ)

)
with Rφ(ζ) being de-

fined as Rφ(ζ) ,
∫
Tp
φ(t) φH(t− ζ + ζ0)dt, d(θ) is the

Doppler steering vector, ηpj (ζ) is a KL × 1 vector asso-
ciated with the pth propagation of the jth jamming signal
with its τ th K × 1 component being defined as ηpj (ζ, τ) ,∫
Tp
spj (t− ζ0, τ)φ

H(t− ζ)dt, z̃(ζ) is the stacked noise term
whose covariance is denoted by σ2

zILKN with ILKN being
the identity matrix of size LKN × LKN , vec(·) is the op-
erator that stacks the columns of a matrix into one column
vector, and ⊗ denotes the Kronecker product. Note that yt(ζ),
yc(ζ), and yh(ζ) are used in (5) to denote the space-(slow)
time virtual data vectors of the target, the cold clutter, and the
hot clutter filtered at the fast-time index ζ, respectively, and
they are assumed to be not correlated with each other.

3. JOINT CLUTTER MITIGATION IN THE
TB-BASED MIMO RADAR

Let us consider the worst situation that most jamming signals
resulted by terrain scatters or multipath propagations impinge
on the receiver within the whole pre-determined SOI Ω where
the target is also located. This means that strong correlations
among multipath jamming signals in fast-time domain may
occur. To facilitate the mitigation, we assume that the jamming
sources are motionless, i.e., no Doppler shift is introduced
into the hot clutter signal for each terrain scatter or multipath
propagation. In what follows, we first formulate the 3D STAP
problem for the TB-based MIMO radar system followed by the
rank analysis of the hot and cold clutter covariance matrices,
then we present the proposed 3D STAP method.

3.1. 3D STAP Formulation and Clutter Rank Analysis

In 3D STAP, the number of Q (assume to be an odd number)
fast-time taps (i.e., range bins) is employed in addition to the
previously defined LKN × 1 virtual space-(slow) time data
vector. By stacking y(ζ), ζ = ζ0 − Q̃, . . . , ζ0 + Q̃ in (5), the
QLKN × 1 virtual data vector y can be obtained as

y ,
[
yT
(
ζ0 − Q̃

)
, . . . ,yT

(
ζ0 + Q̃

)]T
(6)

= yt + yc + yh + z̃ (7)
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where Q̃ , (Q− 1)/2 and yt, yc, yh, and z̃ are formed using
the same way as y in (6) with the same size QLKN × 1.

Using (7), the target-free interference covariance matrix of
the virtual data vector y is defined as

Ry , E
{
yyH

}
= E

{
ycy

H
c

}
+ E

{
yhy

H
h

}
+ E

{
z̃z̃H

}
, Rc + Rh + Rz̃ (8)

where Rc, Rh, and Rz̃ stand for the covariance matrices of
the cold clutter, the hot clutter, and the noise, respectively, and
E{·} is the expectation operator.

The objective of the 3D STAP is to find an adaptive fil-
ter (with a QLKN × 1 weight vector w) that maximizes the
output SINR. This filter can be obtained by solving the follow-
ing minimum variance distortionless response (MVDR) type
optimization problem

min
w

wHRyw

s.t. wHst
(
Q, fs(θt), fd(θt)

)
= 1

(9)

where fs(θt) and fd(θt) are the spatial and the Doppler fre-
quencies of the target, respectively, and st

(
Q, fs(θt), fd(θt)

)
is the target steering vector which can be expressed as

st
(
Q, fs(θt), fd(θt)

)
, eQ⊗d(θt)⊗u

(
θt, Q

)
⊗b(θt) (10)

with Q , (Q+ 1)/2 and eQ being a Q × 1 all-zero vector
except the Qth entry replaced by 1.

The MVDR problem (9) leads to the following solution
[24]

w =
R−1

y st
(
Q, fs(θt), fd(θt)

)
sHt
(
Q, fs(θt), fd(θt)

)
R−1

y st
(
Q, fs(θt), fd(θt)

) .
(11)

Let us take the TB strategy that aims at approximating lin-
ear phase rotations among the K transmit beams for example,
i.e., CHa(θb) ' g(θb) , [ejµ1(fs(θb)), . . . , ejµK(fs(θb))]T ,
b = 1, . . . , B where µi(fs(θb)), i = 1, . . . ,K are uniform
linear functions of the spatial frequency fs(θb), and B is the
number of angular grids used for approximating the SOI Ω.

The matrix Rc takes the form Rc = diag{Rc,−Q, . . . ,
Rc,Q} where diag{·} stands for the diagonalization operation
and Rc,q, q ∈

{
−Q, . . . , Q

}
is the LKN × LKN space-

(slow) time cold clutter covariance matrix for the qth range
bin whose rank is r0 , dN + ρ(K − 1) + η(L− 1)e. Here
ρ is the ratio between the synthesized transmit aperture (i.e.,
the one associated with g(θ)) and the receive one, η is the
ratio between radar movement in one pulse and the neighbour
receive antenna element space, and d·e is the ceiling function.
Thus, the rank of Rc is rc , QdN + ρ(K − 1) + η(L− 1)e.
Considering that hot clutter is not correlated to pulses and
assuming that TB processing does not affect its wide stationar-
ity, the matrix Rh takes the form Rh = RQ ⊗ (ILK ⊗RN )
where RQ is a Q×Q fast-time Toeplitz cross-correlation ma-
trix which is dependent on the bandwidth of jamming signal,

and RN is an N ×N spatial covariance matrix of jamming
multipath. Generally, Rh has a rank that is QLK times rank
of RN , however, it contains Q × Q space-(slow) time diag-
onal blocks. The noise covariance matrix Rz̃ takes the form
Rz̃ = σ2

zR̃Q ⊗ ILKN where R̃Q is a Q×Q fast-time cross-
correlation matrix of noise resulted by range sidelobes.

Note that Rh is in general a function of the fast time t, and
it differs for different pulses if motions of jamming sources
are considered. Although 3D STAP is still effective, here we
aim at presenting the potential of the TB-based MIMO radar
in motionless hot clutter environment.

3.2. Proposed 3D STAP Method

Let us deal with the case when range sidelobes are well con-
trolled or negligible1 and no overlap occurs in fast-time sam-
pling. Thus, Rz̃ becomes an identity matrix of size QLKN ×
QLKN , i.e., Rz̃ = σ2

zIQLKN . Let Rhz̃ , Rh + Rz̃, then
Rhz̃ can be expressed as

Rhz̃ = RQ ⊗
(
ILK ⊗ R̃N

)
− σ2

zRQ ⊗ ILKN (12)

where R̃N , RN + σ2
zIN , and RQ is identical to RQ except

for the main diagonal elements which are replaced by zeros.
Block diagonal property of Rh is preserved in Rhz̃.

Since the matrices Rc,q, q = −Q, . . . , Q share the same
clutter rank r0, there exists an r0 × r0 matrix Λq for the qth
sub clutter covariance matrix which satisfies Rc,q ' SqΛqS

H
q .

The quality of this approximation depends on the ratio γ =∑r0
k=1 λ

q
k/
∑LKN
k=1 λqk where λqk is the kth eigenvalue of Rc,q

whose eigenvalues are ordered in decreasing manner. Let us
define the cold clutter subspace as Sc , diag{S−Q, . . . ,SQ},
then the whole cold clutter matrix Rc can be expressed as
Rc ' ScΛSHc where Λ is an rc × rc matrix. The overall
clutter covariance matrix Ry can then be re-expressed as

Ry ' Rhz̃ + ScΛSHc . (13)

The expression (13) leads to the following inversion

R−1
y ' R−1

hz̃ −R−1
hz̃Sc

(
Λ−1+ SHc R−1

hz̃Sc

)−1
SHc R−1

hz̃ (14)

where the matrix inversion lemma is used in the derivation,
and the inverse of Rhz̃ can be achieved by the following ap-
proximation

R−1
hz̃ '

κ∑
k=0

σ2k
z

(
R−1
Q ⊗ ILK ⊗ R̃

−1

N

)
(15)

×
(
R−1
Q RQ

)k
⊗ ILK ⊗ R̃

−k
N

with κ being the order of Taylor expansion for the inverse of
(12), if the corresponding convergence condition is satisfied.
It only requires calculating the inverse of RQ and R̃N .

1 This can be achieved by employing waveforms with good correlation
properties or by artificially controlling the sidelobe levels within a certain
range of fast time. The corresponding range-Doppler “clear region” is between
that of the PA and traditional MIMO radar cases, depending on the number of
the synthesized transmit beams K [13], [23].
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Using (13) and also (8), the matrix Λ can be obtained as

Λ = Rỹ −UHRhz̃U (16)

where U , diag
{
S−Q

(
SH−Q

S−Q

)−1
, . . . ,SQ

(
SH

Q
SQ

)−1}
and Rỹ , E

{
ỹỹH

}
with ỹ , UHy.

One way to obtain the qth clutter subspace Sq is to span
using Nc space-(slow) time antenna array steering vectors
of the qth range bin. Hence, the 3D STAP solution can be
achieved by substituting (14) into (11). In practice, R̃N is
estimated using the N × 1 target and clutter free signals at the
receiver by switching radar to the passive receive mode, RQ

is estimated based on fast-time samples, and Rỹ is estimated
using the transformed 3D samples ỹ.

4. SIMULATION RESULTS

We use uniform linear arrays of half wavelength spaced M =
16 transmit and N = 5 receive antenna elements. The total
transmit energy is set to be E =M . We select Ω = [10◦, 25◦]
as the SOI and 10◦ width as the transition band for the TB-
based MIMO radar. This leads to a minimum selection of
K = 4 waveforms according to the procedure in [8]. The
radar platform is assumed to be moving with a velocity of
125m/s, and there are L = 5 pulses in one CPI with pulse
repetition frequency being fr = 500Hz. The target is located
at θt = 16◦ and has a relative Doppler fd = 0.14. We assume
that 100 diffuse scatters are uniformly distributed within Ω
for each range bin. The hot and cold clutter-to-noise ratios
are both set to be 50 dB, and the SNR (before processing) is
0 dB. We select Q = 3 range bins due to high correlation of
multipath jamming, and the target is located at the middle one.

In the first example, we show the high-resolution clut-
ter spectra of the ROI (see Fig. 1). The spectra is defined
as P (fs, fd) ,

(
sH(fs, fd)R

−1
y s(fs, fd)

)−1
[22] where

s(fs, fd) is the space-(slow) time antenna array steering vector
achieved from (10) by enforcing Q = 1. Fig. 1(a) shows the
clutter spectra when only cold clutter is present. It can be seen
that the cold clutter ridge concentrates on the region of SOI,
meaning that more cold clutter energy is focused because of
the TB strategy. The off-ridge area is clean. Fig. 1(b) shows
the case when hot clutter is also present. It can be seen that the
region of SOI (fs ∈ [0.09, 0.21]) is completely contaminated
by the hot clutter, and all the Doppler frequencies of this
region are occupied. Moreover, the ridge of the cold clutter
spreads at a certain extent. This means that if potential target
is present in this area, it is submerged in harsh hybrid clutter.

In the second example, we evaluate the output SINR perfor-
mance of clutter mitigation (see Fig. 2). The SINR is defined as
SINR = σ2

αEwHsts
H
t w/KwHRyw. We employ 10 sam-

ples to estimate RQ and R̃N , and 30 samples to estimate
Rỹ when evaluating the SINR performance of the TB-based
MIMO radar with spheroidal sequences-based and convex
optimization-based TB designs (see [8]) using the proposed 3D
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Fig. 1. Clutter spectra of the TB-based MIMO radar.
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STAP method. The optimal output SINR associated with the
former TB design is about 1 dB better than that associated with
the latter one. It can be seen that the proposed method shows
good clutter mitigation performance for both TB designs. The
convex optimization-based design gives better (about 2 dB)
SINR than the spheroidal sequences-based one, meaning that
proper TB design is prone to achieve good clutter mitigation
performance. The optimal SINR of the TB-based MIMO radar
is about 6∼7 dB higher than that of the the traditional MIMO
radar because of the energy focusing in the TB designs.

5. CONCLUSIONS

We have considered the problem of joint hot and cold clut-
ter mitigation in the context of the TB-based MIMO radar
which has not been studied before. The energy of the cold
clutter is shown to be focused in this type of radar configu-
ration, while the hot clutter contaminates the whole SOI. 3D
STAP technique has been employed to mitigate the hybrid
clutter. We have formulated the STAP problem and analyzed
the rank of the hot and cold clutter covariance matrices. By
utilizing the low-rank and block diagonal properties of the clut-
ter covariance matrices, a new 3D STAP method with lower
computational complexity has been developed. It has been
also shown that the TB-based MIMO radar enables superior
output SINR to that of its traditional MIMO radar counterpart.
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ABSTRACT
The problem of jammers suppression in colocated multiple-
input multiple-output (MIMO) radar is considered. We resort
to reduced dimension (RD) beamspace designs with robust-
ness/adaptiveness to achieve the goal of efficient jammers
suppression. Specifically, our RD beamspace techniques aim
at designing optimal beamspace matrices based on reasonable
tradeoffs between the desired in-sector source distortion and
the powerful jammer (possibly in-sector) attenuation when
conducting the jammers suppression. These designs are cast as
convex optimization problems which are derived using second-
order cone programming. Meanwhile, we study the MUSIC-
based direction-of-arrival estimation performance of the pro-
posed beamspace designs by comparing to the conventional
algorithms. Moreover, we demonstrate that the capability of
efficient powerful in-sector jammers suppression using these
designs is unique in MIMO radar.

Index Terms— Beamspace design, colocated MIMO
radar, convex optimization, jammers suppression, robustness.

1. INTRODUCTION

The recently emerging concept of multiple-input multiple-
output (MIMO) radar has become the focus of intensive re-
search [1]–[4]. It has been shown that MIMO radar with colo-
cated antennas has advantages over phased-array (PA) radar
such as improved parameter identifiability and angular resolu-
tion, increased upper limit on the number of detectable targets,
and extended array aperture by virtual sensors [3]. Beamform-
ing techniques have been employed in colocated MIMO radar
to achieve coherent processing gain or desirable beampatterns
[5]–[9]. Space-time adaptive processing techniques have also
been exploited to mitigate clutter [10], [11]. One issue that is
of great importance for colocated MIMO radar is to suppress
the jamming signals which are typical interfering sources that

Y. Li’s work is supported by China Scholarship Council while he is visit-
ing Aalto University, and by the Fundamental Research Funds for the Central
Universities of China under Contract ZYGX2010YB007, and the National
Nature Science Foundation of China under Grant 61032010. This work is also
supported in part by the Natural Science and Engineering Research Council
(NSERC), Canada.

take the form of high-power transmission and hence result
in impairing the receive system. Terrain-scattered jamming
occurs when the high-power jammer transmits its energy to
ground, and it reflects the energy in a dispersive manner. Thus
the jamming appears at the receive array as distributed source.
This scenario becomes quite complicated when the jamming
impinges on the receive array within the same spatial domain
as the desired source [12]. To the best of our knowledge, the
capability of efficient suppression on powerful jammers for
MIMO radar has not been studied in previous works.

In this paper, we utilize robust/adaptive techniques to im-
plement the suppression of powerful jammers in the context of
MIMO radar with colocated antennas. We show that in MIMO
radar the echoes reflected from the targets and the intention-
ally radiated jamming signals have different spatial signatures
even if they impinge on the receive array from the same spa-
tial angle. Using this observation, we provide a category of
beamspace processing methods which employ mathematical
optimization techniques to design the beamspace matrices by
making tradeoffs among the in-sector source distortion, the
in-sector powerful jammers suppression, and the out-of-sector
interference attenuation. These matrices are of reduced di-
mension (RD), which saves the computational burden. We
propose to incorporate robustness/adaptiveness against both
the unknown in-sector jammers and the out-of-sector inter-
ference, and further cast the designs as convex optimization
problems. The MUSIC-based direction-of-arrival (DOA) esti-
mation performance of these designs is investigated.

2. SIGNAL MODEL

Consider a MIMO radar system equipped with colocated ar-
rays which contain M transmit antenna elements and N re-
ceive antenna elements. We assume that both the transmit
and receive arrays are close enough to each other such that
they share the same spatial angle of a far-field target. Let
Φ (t) = [φ1 (t) , . . . , φM (t)]

T be the M × 1 vector that con-
tains the complex envelopes of the transmitted waveforms
φi (t) , i = 1, . . . , M which are assumed to be orthogonal,
i.e.,

∫
Tp

φi(t)φ
∗
j (t)dt = δ(i − j), i, j = 1, . . . , M where Tp

is the pulse duration and δ (·) is the Kronecker delta func-
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tion. Here (·)T and (·)∗ stand for the transpose and complex
conjugate operations, respectively.

Let us assume that L targets including the desired and
interfering sources are present in the background of noise. The
N × 1 complex vector of the received observations can be
expressed as

x (t, τ) =

L∑

l=1

αl (τ)
[
aT (θl)Φ (t)

]
b (θl) + z (t, τ) (1)

where τ is the slow time index, i.e., the pulse number, αl (τ)
is the reflection coefficient of the lth source with variance
σ2
α, θl is the spatial angle associated with the lth source, a (θ)

and b (θ) are the steering vectors of the transmit and receive
arrays, respectively, and z (t, τ) is the N × 1 zero-mean white
Gaussian noise term.

By matched filtering the received data to the M transmitted
orthogonal waveforms at the receiving end, the MN×1 virtual
data vector can be obtained as

y (τ) = vec

(∫

Tp

x (t, τ)ΦH (t) dt

)

=

L∑

l=1

αl (τ) [a (θl)⊗ b (θl)] + z̃ (τ)

(2)

where vec (·) is the operator that stacks the columns of a ma-
trix into one column vector, ⊗ denotes the Kronecker prod-
uct, (·)H stands for the Hermitian transpose, and z̃(τ) =
vec (

∫
Tp

z(t, τ)ΦH(t)dt) is the MN × 1 noise term whose
covariance is given by σ2

zIMN with IMN denoting the identity
matrix of size MN ×MN .

In the presence of powerful jammers, the signal model (2)
can be rewritten as

y (τ) =

L∑

l=1

αl (τ)v (θl) +

J∑

j=1

βj (τ) ṽ (θj) + z̃ (τ) (3)

where βj (τ) is the signal of the jth jammer, θj is the presumed
spatial angle associated with the jth jammer, J is the number
of jammers, and v(θl) � a(θl) ⊗ b(θl) and ṽ(θj) � 1M ⊗
b(θj) are the virtual steering vectors of the lth target and the
jth jammer, respectively, with 1M denoting the M × 1 vector
of all ones. The reason that the virtual steering vector of the
jammer contains 1M is because the terrain-scattered jammer
does not originate from the MIMO radar transmit array and,
therefore, does not depend on its transmit array steering vector.

3. SUPPRESSION OF POWERFUL JAMMERS

We assume that the desired targets are located within a known
angular sector Θ [8] where powerful jamming sources are
also present and can even have the same spatial angles as the
targets. In what follows, we first introduce the beamspace

signal model and present the MUSIC-based beamspace DOA
estimator. Then, we propose three RD beamspace designs
with robustness/adaptiveness against the in-sector jammers
and the out-of-sector interfering sources whose performance
is evaluated using the MUSIC-based DOA estimation.

3.1. MUSIC-Based Beamspace DOA Estimator

Let B be the MN ×D (D � MN) RD beamspace matrix
that transforms the original MN ×1 received data vector y(τ)
to a new data snapshot ỹ(τ) of size D × 1, i.e.,

ỹ (τ) = BHy (τ). (4)

Using (4), the covariance matrix of the reduced size vector
ỹ (τ) can be expressed as

Rỹ � E
{
ỹ (τ) ỹH (τ)

}
= BHRyB (5)

where Ry � E{y(τ)yH(τ)} denotes the covariance matrix
of the original received data with E{·} denoting the expecta-
tion operation. In practice, (5) is usually estimated using P
available sampling snapshots and thus it can be expressed as

R̂ỹ =
1

P

P∑

τ=1

ỹ (τ) ỹH (τ) . (6)

Under the condition that all the jamming and interfering
sources are well suppressed by the beamspace processing, the
eigendecomposition of (6) can be denoted as

R̂ỹ = EsΛsE
H
s + EnΛnE

H
n (7)

where the Ld × Ld diagonal matrix Λs contains the largest
(signal subspace) eigenvalues and the columns of the D × Ld

matrix Es are the corresponding eigenvectors with Ld being
the number of the desired targets within Θ. Similarly, the
(D−Ld)×(D−Ld) diagonal matrix Λn contains the smallest
(noise subspace) eigenvalues while the D × (D − Ld) matrix
En is built from the corresponding eigenvectors.

Applying the principle of the elementspace MUSIC es-
timator [13], we can obtain the beamspace spectral-MUSIC
DOA estimator as

f (θ) =
vH(θ)BBHv (θ)

vH(θ)BQBHv (θ)
(8)

where Q � EnE
H
n = ID−EsEs is the projection matrix onto

the noise subspace.

3.2. Beamspace Design With Robustness/Adaptiveness

We assume that the interfering sources are present outside Θ
and consider the general case that both the in-sector jamming
and the out-of-sector interfering sources are unknown.

To efficiently suppress the unknown jammers and inter-
ference, we resort to RD beamspace design techniques to
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achieve the goal and later use the beamspace designs for the
MUSIC-based DOA estimation. Specifically, these designs
are expected to preserve desired signal energy received within
the sector-of-interest (SOI) Θ, and to attenuate in-sector jam-
mers and out-of-sector interference simultaneously. It is worth
noting that these techniques significantly reduce the computa-
tional burden, and performing DOA estimation in beamspace
leads to performance improvements such as enhanced source
resolution, reduced DOA estimation bias, and reduced sensi-
tivity to array calibration errors.

Technically, we first exploit the spheroidal sequences based
methods [8], [14] to achieve a quiescent response beamspace
matrix which ensures the preservation of energy received
within the desired sector Θ. Then, we propose to design ro-
bust/adaptive RD beamspace processing, aiming at preserving
the desired signal components while suppressing the in-sector
powerful jammers and/or filtering out the interfering compo-
nents that come from outside Θ. In other words, tradeoffs
between the in-sector source distortion and the out-of-sector
source attenuation are made while imposing a novel constraint
used to nullify the jammers. It naturally leads to the robust-
ness/adaptiveness against the unknown jammers. For example,
we consider the case of distributed jammers that are located
within the desired sector Θ. Although these jamming signals
overlap with the desired sector, they can still be cancelled out
by imposing the additional constraint.

For our beamspace designs, the beamspace dimension D
depends on the width of Θ, and it can be obtained based on
the principle that D should not be smaller than the number of
the largest eigenvalues of the matrix A �

∫
Θ

vH(θ)v(θ)dθ
while simultaneously requires their sum to exceed a certain
percentage (e.g., 99%) of the total sum of all eigenvalues.
When the MUSIC-based DOA estimation is applied, D also
needs to be no smaller than the number of the desired targets.

The first solution is to upper-bound the acceptable differ-
ence between the desired and quiescent response beamspace
matrices while maximizing the worst-case in-sector jammers
suppression. Additionally, the out-of-sector sidelobes can be
kept below a certain level to insure interference attenuation.
The corresponding optimization problem can be written as

min
B

max
i

∥∥BH ṽ (θi)
∥∥ , θi ∈ Θ, i = 1, . . . , Q

s.t. ‖B−Bq‖F ≤ ε
∥∥BHv

(
θ̄k

)∥∥ ≤ γ, θ̄k ∈ Θ̄, k = 1, . . . , K

(9)

where Bq is the quiescent response beamspace matrix, ε > 0
is the parameter that bounds the in-sector signal distortion
caused by the beamspace matrix B as compared to Bq, γ > 0
is the parameter of the user choice that characterizes the worst
acceptable out-of-sector attenuation, Θ̄ combines a continuum
of all out-of-sector directions, {θi ∈ Θ, i = 1, . . . , Q} and
{θ̄k ∈ Θ̄, k = 1, . . . , K} are grids of angles used to approxi-
mate the in-sector Θ and the out-of-sector Θ̄ by finite numbers
Q and K of directions, respectively, ‖ · ‖F is the Frobenius

norm of a matrix, and ‖ · ‖ is the Euclidean norm.
An alternative robust approach is to minimize the differ-

ence between the desired and quiescent response beamspace
matrices while keeping the in-sector jammers suppression
higher than a certain desired level and, if needed, keeping the
out-of-sector attenuation to an acceptable level. Hence, the
corresponding optimization problem can be written as

min
B

‖B−Bq‖F
s.t.

∥∥BH ṽ (θi)
∥∥ ≤ δ, θi ∈ Θ, i = 1, . . . , Q

∥∥BHv
(
θ̄k

)∥∥ ≤ γ, θ̄k ∈ Θ̄, k = 1, . . . , K

(10)

where δ > 0 is the parameter that characterizes the worst
acceptable level of the jamming power radiation in the desired
sector Θ. It is worth noting that the last set of constraints in
(9) and (10) are needed only if there are interfering sources
located in the out-of-sector area, and, therefore, they can be
removed if only intentional jammer suppression is concerned.

As on-line computation becomes practical, it is meaningful
to develop an approach that is data-adaptive for the beamspace
design. This is particularly important when the jammers and/or
the interfering sources are varying. To adaptively cancel out
both types of sources, the data-adaptive formulation can be
developed by minimizing the output power of the transformed
vector ỹ(τ). This power can be denoted as

E
[
ỹH (τ) ỹ (τ)

]
= tr

{
E

[
ỹ (t) ỹH (t)

]}
= tr

{
BHRyB

}

(11)
where tr{·} denotes the trace of a matrix. Finally, the corre-
sponding data-adaptive beamspace design can be cast as

min
B

tr
{
BHRyB

}

s.t. ‖B−Bq‖F ≤ ε
∥∥BH ṽ (θi)

∥∥ ≤ δ, θi ∈ Θ, i = 1, . . . , Q
∥∥BHv

(
θ̄k

)∥∥ ≤ γ, θ̄k ∈ Θ̄, k = 1, . . . , K.

(12)

The problems (9), (10), and (12) are convex and can be
efficiently solved using second-order cone (SOC) program-
ming. For given values of δ and γ, the feasibility of (12) is
guaranteed if ε ≥ εmin is used where εmin is the minimum
value of ‖B−Bq‖F that can be calculated by solving (10).

It is worth noting that the capability of in-sector jammers
suppression for MIMO radar is unique. PA radar is unable to
achieve the goal of in-sector jammers suppression by utilizing
the same way in spatial domain especially when the jammers
and the desired targets are located at the same directions.

4. SIMULATION RESULTS

In our simulations, we use uniform linear arrays of M = 16
transmit and N = 8 receive antenna elements spaced half a
wavelength apart. The presumed SOI area is Θ = [10◦, 25◦]
and the out-of-sector area is Θ̄ = [−90◦, 0◦] ∪[35◦, 90◦]. Two
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desired targets with DOAs θt = 16.5◦ and 18.5◦ are located in
the SOI, and four interfering sources are assumed to be located
at θ = −35◦, −20◦,−5◦, and 50◦, respectively. The signal-
to-noise ratio (SNR) and interference-to-noise ratio (INR) are
set to be equal to 0 dB and 40 dB, respectively. The CVX
toolbox [15] is used to solve the problems (9), (10), and (12).

In the first example, we assume that uniformly distributed
jammers spaced 1◦ apart from each other are present in the
SOI. The jammer-to-noise ratio (JNR) is assumed to be equal
to 50 dB. Other parameters employed are as follows: D = 7,
P = 500, γ = 0.2, δ = 0.1, and ε = 1.467. Fig. 1 shows
the beamspace attenuation g(θ) � ||BHu(θ)||2/||u(θ)||2
(u(θ) = v(θ) for targets and u(θ) = ṽ(θ) for jammers) for
the spheroidal sequences based algorithm and the proposed
adaptive beamspace design in (12). It can be clearly seen that
the proposed data-adaptive beamspace design shows good
capability of suppressing the out-of-sector interference and the
in-sector jammers, even if they have the same directions as the
targets. There is almost no target attenuation within the SOI.

In the second example, we evaluate the suppression per-
formance of the beamspace designs by comparing the DOA
estimation performance versus SNR with that of the conven-
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Fig. 3. Probabilities of source resolution versus SNR.

tional elementspace MUSIC and spheroidal sequences based
algorithms. The same scenario and parameters are selected as
used in the first example except that only the 5 jammers located
between 15.5◦ and 19.5◦ are present. The results are averaged
over 200 independent simulation runs. Fig. 2 displays the
root-mean-square errors (RMSEs) of the MUSIC-based DOA
estimators, and Fig. 3 shows the corresponding probabilities of
source resolution for different designs. The target sources are
regarded as resolved in the nth run if

∑2
i=1 |θ̂i(n)− θi| < 2◦

where θ̂i(n) is the estimated DOA of the ith target in the nth
run. It can be seen that the performance of all the proposed
beamspace designs outperform that of the conventional meth-
ods. In the presence of powerful in-sector jammers and out-
of-sector interfering sources, the conventional elementspace
MUSIC and spheroidal sequences based algorithms can not
accurately discriminate targets even if large SNR is employed.
The proposed data-adaptive beamspace design gives the best
RMSE and probabilities of source resolution only if the SNR
is larger than 12 dB. The other two beamspace designs show
approximately the same DOA estimation performance.

5. CONCLUSIONS

We have considered the jammers suppression problem for
MIMO radar with colocated antennas, and have provided three
RD beamspace designs to address the problem. Tradeoffs
between the desired in-sector source distortion and the pow-
erful jammer (possibly in-sector) attenuation are made when
conducting the jammers suppression. We cast the designs as
convex optimization problems using SOC programming, in
which robustness/adaptiveness against the unknown in-sector
jamming and out-of-sector interfering sources is incorporated.
Moreover, we have investigated the MUSIC-based DOA es-
timation performance of the proposed designs. Simulation
results show that the performance of the proposed designs
outperforms that of the conventional methods. We have also
shown that the capability of efficient in-sector jammers sup-
pression using these designs is unique in MIMO radar.
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Abstract—Robust beamforming for multiple-input multiple-
output (MIMO) radar in the background of powerful jamming
signals is investigated in this paper. We design two minimum
variance distortionless response (MVDR) type beamformers with
adaptiveness/robustness against the powerful jammers for colo-
cated MIMO radar. Specifically, the MVDR beamformer is firstly
designed for known jammers in the sector-of-interest, which
maintains distortionless response towards the direction of the
target while imposing nulls towards the directions of jammers.
Then the adaptive/robust MVDR beamformer is designed for the
general case of unknown in-sector jammers and/or out-of-sector
interfering sources. Convex optimization techniques are used in
both of the designs. Moreover, we derive a closed-form solution
to the simplified second design. Based on this solution, we derive
efficient power estimates of the desired and/or interfering sources
in the context of powerful jammers and non-ideal factors such as
array calibration errors and target steering vector mismatches. We
demonstrate that the capability of efficient jammers suppression
using these designs is unique in MIMO radar.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) radar has become
the focus of intensive research [1]–[4]. Two configurations
of MIMO radar have been developed in current literature.
One is the MIMO radar with widely separated antennas [2],
which exploits the spatial diversity of the target. This type of
MIMO radar has been shown to be capable of improving the
target detection and parameter estimation performance, and
enhancing the ability to combat target scintillation [2], [4],
[5]. The other is the MIMO radar with colocated antennas [3],
which exploits the waveform diversity allowed by the transmit
and receive antenna arrays. It has been shown that this type
of MIMO radar facilitates improving the angular resolution
and parameter identifiability, increasing the upper limit on the
number of resolvable targets, extending the array aperture, and
obtaining the desired transmit beampatterns [3], [6]–[10].

For MIMO radar, interfering sources can take different forms
and have widely varying impacts on it. The terrain-scattered
jamming is a typical interfering example that takes the form of
high-power transmission and results in impairing the receiving
system. It occurs when high-power jammer transmits its energy

Y. Li’s work is supported by China Scholarship Council while he is visiting
Aalto University, and by the Fundamental Research Funds for the Central
Universities of China under Contract ZYGX2010YB007, and the National
Nature Science Foundation of China under Grant 61032010. This work is also
supported in part by the Natural Science and Engineering Research Council
(NSERC), Canada.

into ground. The ground reflects the energy in a dispersive
manner, hence the powerful jamming signal appears at the
receive array as distributed source. This situation can be
more serious when the powerful jammers are present in the
same directions as the desired targets, which severely affects
the performance of MIMO radar such as target detection
ability, parameter estimation capability, etc. It worsens even
more since the powerful jammers are generally unknown.
Therefore, designing simple and efficient ways of jammers
suppression becomes particularly important and imperative.
Moreover, these suppression methods should be robust enough
against the unknown jammers.

In current literature, space-time adaptive processing (STAP)
techniques [11], [12] have been exploited to mitigate the clutter
and the interference in MIMO radar systems, in which two-
dimensional filters operating in both the spatial and temporal
domains are employed in order to adaptively impose nulls
towards them. For example, prolate spherical waveform func-
tions are used to construct the clutter subspace in [11] for fully
adaptive processing, and slow-time STAP is conducted in [12]
to mitigate the clutter subject to multi-path propagation be-
tween the transmit and receive arrays. Although similar STAP
techniques can be used to suppress the powerful jammers
with small modifications, they are not robust when there exist
array calibration errors and target steering vector mismatches.
Moreover, they have large computational complexity due to
their two-dimensional adaptive processing.

Another category of jammer suppression strategies that can
be resorted to is the beamforming technique [7], [8], [13]-
[17] . In the last two decades, robust adaptive beamforming
has been thoroughly investigated for traditional phased-array
(PA) radar. The well-known minimum variance distortionless
response (MVDR) beamformer is obtained by minimizing the
variance/power of the interference and noise at the output of
the adaptive beamformer while ensuring the distortionless re-
sponse of the beamformer towards the direction of the desired
source. To the best of our knowledge, introducing robust
adaptive MVDR beamforming to MIMO radar, and further
studying the capability of efficient suppression on powerful
jammers, however, have not received attention yet.

In this paper, we use beamforming techniques to implement
the suppression of powerful jammers for colocated MIMO
radar. We show that in MIMO radar the echoes reflected from
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the targets and the intentionally radiated jamming signals have
different spatial signatures even if they impinge on the receive
array from the same spatial angle. Using this observation,
we design two MVDR type beamformers with adaptive-
ness/robustness against powerful jammers for MIMO radar.
We first design an MVDR beamformer for known jammers
in the sector-of-interest (SOI) by maintaining distortionless
response towards the direction of the target while enforcing
nulls towards the directions of the jammers. Then we design
another MVDR beamformer for the general case of unknown
in-sector jammers and/or out-of-sector interfering sources.
Both designs are cast as convex optimization problems. We
propose to incorporate adaptiveness/robustness against the in-
sector jammers and/or the out-of-sector interfering sources in
these designs. Moreover, we derive a closed-form solution
for the simplified second design. Based on this solution we
further find an efficient source power estimate method in the
background of powerful jammers and non-ideal factors such
as array calibration errors and steering vector mismatches.

II. SYSTEM MODEL

Consider a MIMO radar system equipped with linear trans-
mit and receive arrays which contain M transmit antenna
elements and N receive antenna elements. Both the transmit
and receive arrays are assumed to be close enough to each
other such that they share the same spatial angle of a far-
field target. Let Φ (t) = [φ1 (t) , . . . , φM (t)]

T be the M × 1
vector that contains the complex envelopes of the transmitted
waveforms φi (t) , i = 1, . . . ,M which are assumed to be
orthogonal, i.e.,

∫
Tp
φi(t)φ

∗
j (t)dt = δ(i− j), i, j = 1, . . . ,M ,

where Tp is the pulse duration and δ (·) is the Kronecker
delta function. Here (·)T and (·)∗ stand for the transpose and
complex conjugate operations, respectively.

Let us assume that L sources including the desired and
interfering ones are observed in the background of noise. Then
the N × 1 complex vector of the received observations can be
expressed as

x (t, τ) =
L∑

l=1

αl (τ)
[
aT (θl) Φ (t)

]
b (θl) + z (t, τ) (1)

where τ is the slow time index, i.e., the pulse number, αl (τ)
is the reflection coefficient of the lth source with variance σ2

α,
θl is the spatial angle associated with the lth source, a (θ)
and b (θ) are the steering vectors of the transmit and receive
arrays, respectively, and z (t, τ) is the N ×1 zero-mean white
Gaussian noise term. Note that αl (τ) is assumed to remain
constant during the whole pulse, but varies independently from
pulse to pulse, i.e., it obeys the Swerling II target model [18].

By matched filtering the received data to the M orthogonal
waveforms at the receiving end, the MN×1 virtual data vector
can be obtained as

y (τ) = vec

(∫

Tp

x (t, τ) ΦH (t) dt

)

=
L∑

l=1

αl (τ) [a (θl)⊗ b (θl)] + z̃ (τ)

(2)

where z̃(τ) = vec (
∫
Tp

z(t, τ)ΦH(t)dt) is the MN × 1 noise
term whose covariance is given by σ2

zIMN with IMN denoting
the identity matrix of size MN ×MN , vec (·) is the operator
that stacks the columns of a matrix into one column vector,
⊗ denotes the Kronecker product, and (·)H stands for the
Hermitian transpose.

Let us assume that J powerful jammers are present and
transmit their energy into ground, then the signal model (2)
can be rewritten as

y (τ) =
L∑

l=1

αl (τ) [a (θl)⊗ b (θl)]

+
J∑

j=1

βj (τ) [1M ⊗ b(θj)] + z̃ (τ)

(3)

where βj (τ) is the signal of the jth jammer, θj is the presumed
spatial angle associated with the jth jammer, and 1M denotes
the M × 1 vector of all ones.

Let v(θl) , a(θl)⊗ b(θl) and ṽ(θj) , 1M ⊗ b(θj) be the
virtual steering vectors of the lth target and the jth jammer,
respectively, then (3) can be expressed as

y (τ) =
L∑

l=1

αl (τ) v (θl) +
J∑

j=1

βj (τ) ṽ (θj) + z̃ (τ) . (4)

Note that the reason that the virtual steering vector of the
jammer contains 1M is because the terrain-scattered jammer
is independent of the transmitted waveforms.

III. ROBUST BEAMFORMING DESIGN FOR JAMMERS
SUPPRESSION

We assume that the desired targets are located within a
known SOI Θ [10] where powerful jamming sources are also
present and can even have the same spatial angles as the
targets. Meanwhile, we assume that the interfering sources are
present outside the SOI.

The first beamforming design is for the case when all the in-
sector jammers are known, for example, they can be estimated
beforehand. To achieve the goal of jammers suppression, deep
null notches should be formed towards the spatial directions
of the jammers while maintaining distortionless response to-
wards the direction of the target(s). Thus, the corresponding
optimization problem can be written as

min
w

wHRw (5a)

s.t. wHv (θt) = 1 (5b)

wH ṽ (θj) = 0, j = 1, . . . , J (5c)

where R is the covariance matrix of the interference plus
jammer and noise, w is the designed beamforming weight
vector, and θt is the spatial angle of the desired target.

The constraints (5c) impose nulls towards the powerful
jamming signals, and they are expected to annihilate all the
jammer components of the received signal even if the jammers
have the same spatial angle as the desired target. The principle
of robust adaptive beamforming can be incorporated in the
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considered case. Indeed, if there is an uncertainty about the
in-sector target and jammer locations in the presence of the
out-of-sector interfering signals, the distortionless response
constraint (5b) and the null constraints (5c) can be extended
to all steering vectors defined by a ball (or ellipse) centered
around θt and θj [15]–[17].

The second beamforming design is based on the general
case that the in-sector jammers and the out-of-sector interfer-
ing sources are unknown. Deep null notches should be formed
towards all the possible directions of the jammers and, if
needed, the out-of-sector interfering source attenuation should
be kept to an acceptable level. Hence, the corresponding
optimization problem can be written as

min
w

wHRw (6a)

s.t. wHv (θt) = 1 (6b)∣∣wH ṽ (θi)
∣∣ ≤ δ, θi ∈ Θ, i = 1, . . . , Q (6c)∣∣wHv

(
θ̄k
)∣∣ ≤ γ, θ̄k ∈ Θ̄, k = 1, . . . ,K (6d)

where Θ̄ combines a continuum of all out-of-sector directions,
{θ̄k ∈ Θ̄, k = 1, . . . ,K} is the angular grid chosen to
properly approximate the out-of-sector Θ̄ by a finite number
K of directions, {θi ∈ Θ, i = 1, . . . , Q} is a grid of angles
used to approximate Θ by Q directions, γ > 0 is the parameter
of the user choice that characterizes the worst acceptable
out-of-sector attenuation of interfering targets, δ > 0 is the
parameter that characterizes the worst acceptable level of the
jamming power radiation in the desired sector Θ, and | · |
denotes the magnitude of a complex quantity.

Both of the MVDR beamforming designs (5) and (6) incor-
porate adaptiveness towards the out-of-sector interferences and
robustness towards the in-sector jammers. The first design is
simple and efficient for the case of known in-sector jammers
whose spatial angles have been already known beforehand,
while the second design adapts to the general case that the
in-sector jammers are unknown, making it more robust than
the first design. Although the robust in-sector jammers sup-
pression and the out-of-sector interferences attenuation result
in increased computational complexity, the latter design is a
flexible and useful strategy. It overcomes the challenge that
there is no prior information about the in-sector jammers and
allows the jammers to be varying. Thus, in this sense, it serves
as a universal strategy for powerful jammers suppression
using MIMO radar. In addition, the out-of-sector attenuation
facilitates the design that requires controlling the sidelobes in
practice.

IV. SOURCE POWER ESTIMATION

The standard MVDR beamforming problem, i.e., the prob-
lem (5) without the constraint (5c), leads to the following
closed-form solution [19]

wopt =
R−1v (θt)

vH (θt) R−1vH (θt)
(7)

when v(θt) is known. Using (7), the standard MVDR beam-
forming yields the estimate of the source power σ2

0 as

σ2
0 =

1

vH (θt) R−1v (θt)
. (8)

Powerful jamming source that locates at the same direction
as the desired target results in serious performance degradation
of the standard MVDR beamforming technique. It becomes
even worse when the knowledge of v(θt) is imprecise because
the standard MVDR beamformer attempts to suppress the
desired target as if it was an interfering source. This happens in
practice especially when there are array calibration errors and
mismatches between the presumed and actual target steering
vectors. In what follows, we derive a solution of the simplified
second proposed beamforming design with robustness against
both the in-sector jammers and the aforementioned non-ideal
factors simultaneously and, furthermore, provide the source
power estimate for the robust MVDR beamforming design.

To simplify the derivation, we ignore the out-of-sector
interfering source attenuation constraint (6d). Let us introduce
an MN ×Q matrix Ṽ whose ith column is defined as ṽ(θi),
i ∈ {1, . . . , Q}, i.e., Ṽ , [ṽ(θ1), . . . , ṽ(θQ)]. Then the
optimization problem (6) without (6d) can be expressed as

min
w

wHRw

s.t. wHv (θt) = 1

‖wHṼ‖∞ ≤ δ
(9)

where ‖ · ‖∞ denotes the chebyshev norm.
Using the fact that ‖wHṼ‖∞ ≥ ‖wHṼ‖/

√
MN where

‖ · ‖ denotes the Euclidean norm, and assuming that the
mismatch between the actual target steering vector v(θ)
and the presumed target steering vector v̄(θ) is bounded as
‖v̄(θ) − v(θ)‖2 ≤ ε, where ε is the given parameter that
characterizes the worst allowable steering vectors error, then
the optimization problem (9) can be approximated by the
following strengthened optimization problem

min
w

wHRw (10a)

s.t. wH v̄ (θt) = 1 (10b)

‖wHṼ‖2 ≤ δ̃ (10c)

where δ̃ , MNδ2 is the new parameter that characterizes
the worst acceptable level of the in-sector jamming power
radiation for the new Euclidean norm based constraint.

Let λ > 0 and µ be the real-valued Lagrange multipliers
with µ being arbitrary. Then we define the Lagrangian of the
optimization problem (10) as

L (w, λ, µ) (11)

= wHRw + λ
(
‖wHṼ‖2 − δ̃

)
+ µ

(
−<

{
wH v̄ (θt)

}
+ 1
)

where <{·} denotes the real part of a complex quantity. Let
RṼ , ṼṼH , then (11) can be rewritten as

L (w, λ, µ) (12)

= wHRw+λ
(
wHRṼw − δ̃

)
+ µ

(
−<

{
wH v̄ (θt)

}
+ 1
)
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which satisfies the following inequality

L (w, λ, µ) ≤ wHRw for any w ∈ D (13)

where D is the feasible set defined by the constraints in (10).
The equality in (13) holds on the boundary of D.

The solution of (10) can be derived under two conditions.
The first condition is that

v̄H (θt) R−1RṼR−1v̄ (θt)

[v̄H (θt) R−1v̄ (θt)]
2 ≤ δ̃ (14)

and based on it we can derive the solution of (10) directly
according to (7) by replacing the actual target steering vector
with the presumed one, i.e.,

w̄ =
R−1v̄ (θt)

v̄H (θt) R−1v̄H (θt)
. (15)

This means that in this case λ is equal to 0 and hence the
constraint (10c) is not necessary.

If (14) is not satisfied, then the second condition described
by the following inequality

v̄H (θt) R−1RṼR−1v̄ (θt)

[v̄H (θt) R−1v̄ (θt)]
2 > δ̃ (16)

holds, which sets the upper bound on δ̃ and hence leads to a
new solution. Realizing that (12) can be expressed as

L (w, λ, µ) =
[
w − µ (R + λRṼ)

−1
v̄ (θt)

]H
(R + λRṼ)

×
[
w − µ (R + λRṼ)

−1
v̄ (θt)

]
− µ2v̄ (θt)

H

× (R + λRṼ)
−1

v̄ (θt)− λδ̃ + 2µ (17)

we find that the following solution

w̄λ,µ = µ (R + λRṼ)
−1

v̄ (θt) (18)

yields the minimum value of the Lagrangian (12) for fixed λ
and µ, i.e.,

L(w̄λ,µ,λ, µ) (19)

= −µ2v̄ (θt)
H

(R + λRṼ)
−1

v̄ (θt)− λδ̃ + 2µ.

The maximization of (19) with respect to µ is achieved by
letting its derivative with respect to µ be equal to 0, which
gives the following optimal value for µ

µ̄ =
1

v̄ (θt)
H

(R + λRṼ)
−1

v̄ (θt)
. (20)

By substituting (20) into (19), the Lagrangian can be rewritten
as

L(w̄λ,µ,λ, µ̄) =
1

v̄ (θt)
H

(R + λRṼ)
−1

v̄ (θt)
− λδ̃. (21)

Similarly, the maximization of (21) with respect to λ is
achieved by letting its derivative with respect to λ be equal to
0. It leads to the following equality for the given parameter δ̃

δ̃ =
v̄ (θt)

H (
R + λ̄RṼ

)−1
RṼ

(
R + λ̄RṼ

)−1
v̄ (θt)[

v̄ (θt)
H (

R + λ̄RṼ

)−1
v̄ (θt)

]2 .

(22)

The right-hand side of (22) is a monotonically decreasing
function of λ̄, meaning that λ̄ > 0 is unique and it can
be achieved using an efficient searching algorithm. Hence,
substituting (20) and λ̄ that is found numerically as described
above into (18), we obtain the solution of the optimization
problem (10) under the condition (16) as

w̄ =

(
R + λ̄RṼ

)−1
v̄ (θt)

v̄ (θt)
H (

R + λ̄RṼ

)−1
v̄ (θt)

(23)

and the corresponding source power estimate as

σ̄2
0 =

v̄ (θt)
H (

R + λ̄RṼ

)−1
R
(
R + λ̄RṼ

)−1
v̄ (θt)[

v̄ (θt)
H (

R + λ̄RṼ

)−1
v̄ (θt)

]2 . (24)

The source power estimate (24) can be use for the first case
when (14) is satisfied only if λ̄ = 0.

Note that throughout the derivation of the power estimate,
we require R and R+ λ̄RṼ to be positive definite in order to
guarantee the invertibility. Generally, the matrix RṼ is positive
semidefinite due to the fact that rank{RṼ} ≤ rank{Ṽ}, thus
R + λ̄RṼ will be close to singular when λ̄ is large enough.
To avoid this, we can employ a small diagonal loading to the
matrix RṼ.

It is also worth noting that the equality (22) gives the lower
bound on δ̃, i.e., the limit when λ̄ goes to infinity. Hence, (22)
together with (14) imply that δ̃ should be chosen from the
following interval

1

v̄ (θt)
H

R+

Ṽ
v̄ (θt)

≤ δ̃ < v̄H (θt) R−1RṼR−1v̄ (θt)

[v̄H (θt) R−1v̄ (θt)]
2 (25)

where R+

Ṽ
denotes the Moore-Penrose pseudoinverse of the

matrix RṼ. As δ̃ increase, the performance of source power
estimate using the above-mentioned method approaches that
of the standard MVDR beamformer, i.e., the performance of
(8).

V. SIMULATION RESULTS

In our simulations, we use uniform linear arrays of M =
10 transmit and N = 10 receive antenna elements spaced
half a wavelength apart from each other. The presumed SOI
area is Θ = [10◦, 25◦] and the out-of-sector area is Θ̄ =
[−90◦, 0◦] ∪ [35◦, 90◦]. We assume that there is one desired
target located in the SOI with the direction-of-arrival (DOA)
θt = 18◦ and four interfering sources located outside the SOI
with DOAs θl = −35◦, −20◦, 0◦, and 50◦, respectively. The
signal-to-noise ratio (SNR), interference-to-noise ratio (INR),
and jammer-to-noise ratio (JNR) are assumed to be equal to
5 dB, 40 dB, and 50 dB, respectively.

The jammer suppression performance of the two proposed
MVDR beamformers is validated by showing the ideal beam-
patterns and the source power estimates in the presence of
powerful in-sector jammers as well as array calibration errors
and target steering vector mismatches. Each beampattern is
normalized to its maximal value. The mismatches are intro-
duced by perturbing both the transmit and receive steering
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Fig. 1. Beampatterns versus angle for the first example.
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Fig. 2. Power estimates versus angle for the first example.

vectors of each incident source (the desired or interfering
one) with a normalized vector whose elements are random
independent variables that obey complex Gaussian distribution
with mean 0 and variance 1. For each in-sector jammer, we add
perturbations of the same Gaussian distribution to the elements
of its corresponding receive steering vector. The obtained
source power estimates are averaged over 100 independent
simulation runs. The in-sector area is identified by two vertical
dashed lines, and the power estimate peaks are marked by
circles. The CVX toolbox [20] is used to solve the convex
optimization problems (5) and (6).

In the first example, we assume that uniform distributed
jammers are present in the SOI spaced 1◦ apart from each
other. Fig. 1 shows the ideal beampatterns of both the target
and the jammer using the MVDR beamforming design (5)
and the conventional beamformer (Bartlett method) [21]. It
can be seen that the design (5) is capable of suppressing the
known jammers by imposing deep in-sector nulls towards their
spatial directions, while the conventional beamforming method
is invalid for the powerful in-sector jammers suppression. The
desired target is not mitigated by the jammer suppression
conducted in its direction. It can also be seen from Fig. 1 that
the interfering sources located outside the SOI are adaptively
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Fig. 3. Beampatterns versus angle for the second example.
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Fig. 4. Power estimates versus angle for the second example.

suppressed by the designed beamformer.
Fig. 2 shows the corresponding source power estimates. The

parameter δ̃ is selected to be equal to 0.0001. We compare
the performance of the proposed source power estimate (24)
with that of the standard MVDR beamformer associated with
(8) and the conventional beamformer which gives the source
power estimate as [21] σ̄2

0 = v̄ (θt)
H

Rv̄ (θt)/M
2N2. It can

be seen that the power estimates of the in-sector target and
the out-of-sector interfering sources given by (24) are close to
the accurate values. The target can still be well estimated even
if its power is small (5 dB SNR versus 40 dB INR and 50
dB JNR). However, the standard MVDR beamforming and the
conventional beamforming methods fail to estimate the power
accurately in the background of powerful jamming signals and
non-ideal factors. The former underestimates the power of all
the sources, while the latter gives wrong power estimate peaks.

In the second example, we assume that there are three
jamming signals with the DOAs θj = 15◦, 18◦, and 21◦,
respectively. Fig. 3 shows the ideal beampatterns of both the
target and the jammer using the MVDR beamforming design
(6) and the conventional beamformer used also in the first
example. We select the in-sector jammer suppression and out-
of-sector interference attenuation parameters as δ = 0.0001
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and γ = 0.0032, respectively. It is shown that three deep nulls
towards the directions of the in-sector jammers are formed
adaptively using the proposed beamformer, and the out-of-
sector sidelobe levels are suppressed below -50 dB. However,
the conventional beamformer still has no effect on the in-sector
jammers suppression and gives worse sidelobe levels.

The corresponding source power estimates are shown in
Fig. 4. It is demonstrated again that the proposed source
power estimate method shows much better performance than
its two counterparts. The power estimates of all the sources
that are above 0 dB (noise power) are denoted by the peaks
with small-circle marks. It is shown that the presence of the
in-sector jammer located at the same direction as the target
does not affect the target power estimate obtained using the
proposed estimate method. Moreover, this estimate method
shows good robustness against the array calibration errors and
target steering vector mismatches.

It is worth noting that the jammer present at the spatial angle
θj = 0◦ has the same virtual steering vector as the target with
the same spatial angle, making it impossible to distinguish
from the target using only beamforming technique when both
are present in this direction. In our simulations, we show the
case that the jammer is not present at θj = 0◦. Successful
suppression for this case can be achieved if the information of
Doppler is considered, and it is similar to what has been done
in STAP. Nevertheless, the MVDR beamforming designs are
generally much easier than STAP techniques.

It is also worth noting that the PA radar is unable to suppress
such jammers from the same sector while MIMO radar with
the proposed beamforming techniques provide this capability.
The reason lies in the fact that MIMO radar is capable of
utilizing the spatial signature difference between the echoes
of the targets and the jammers due to its waveform diversity.
In this sense, the jammer suppression capability of MIMO
radar is unique. This capability is of great significance since it
enables the MIMO radar to easily suppress the jammers with
robustness only in spatial domain, which immensely facilitates
the application in practice.

VI. CONCLUSION

We have studied the problem of powerful jammers sup-
pression for MIMO radar with colocated antennas, and have
provided two MVDR type beamforming designs with robust-
ness/adaptiveness against the powerful jammers in the SOI. We
first have designed an MVDR beamformer for known jammers
by maintaining distortionless response towards the direction
of the target while imposing nulls towards the directions of
the jammers located in the SOI. Then we have designed
another MVDR beamformer for the general case that the in-
sector jammers are unknown and, if needed, the out-of-sector
interfering sources attenuation is also conducted. Both of the
robust beamforming designs are cast as convex optimization
problems. Furthermore, we have derived the closed-form so-
lution to the simplified second design. Based on this solution,
we have provided source power estimates in the background of
powerful jamming signals and non-ideal factors such as array

calibration errors and target steering vector mismatches. It has
been verified by the ideal beampatterns and the source power
estimates that the robust MVDR beamforming designs are
efficient, and they can serve as easier strategies for powerful
jammers suppression compared to STAP techniques. Finally,
we have demonstrated that the capability of efficient jammers
suppression using these designs is unique in MIMO radar.
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Fast Algorithms for Designing Unimodular
Waveform(s) With Good Correlation Properties
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Abstract—We develop new fast and efficient algorithms for de-
signing single or multiple unimodular waveforms with good auto-
and cross-correlation or weighted correlation properties, which are
highly desired in radar and communication systems. The waveform
design is based on the minimization of the integrated sidelobe level
(ISL) and weighted ISL (WISL) of waveforms. As the correspond-
ing problems can quickly grow to a large scale with increasing
the code length and the number of waveforms, the main issue
turns to be the development of fast large-scale optimization tech-
niques. The difficulty is also that the corresponding optimization
problems are nonconvex, but the required accuracy is high. There-
fore, we formulate the ISL and WISL minimization problems as
nonconvex quartic optimization problems in frequency domain,
and then simplify them into quadratic problems via majorization-
minimization technique, which is one of the basic techniques for
addressing large-scale and/or nonconvex optimization problems.
While designing our fast algorithms, we explore and use the inher-
ent algebraic structures in objective functions to rewrite them into
quartic forms, and in the case of WISL minimization, to derive
additionally an alternative quartic form that allows us to apply
the quartic-quadratic transformation. Our algorithms are appli-
cable to large-scale unimodular waveform design problems as they
are proved to have lower or comparable computational burden (an-
alyzed theoretically) and faster convergence speed (confirmed by
comprehensive simulations) than the state-of-the-art algorithms. In
addition, the waveforms designed by our algorithms demonstrate
better correlation properties compared to their counterparts.

Index Terms—Correlation, majorization-minimization, MIMO
radar, waveform design.

I. INTRODUCTION

WAVEFORM/CODE design, as one of the major prob-
lems in radar signal processing [1]–[11], active sensing

[12]–[14], and wireless communications [15], has attracted sig-
nificant interest over the past several decades [16]–[21]. In radar
signal processing and active sensing applications, waveform de-
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sign plays an essential role because “excellent” waveforms can
ensure higher localization accuracy [1], enhanced resolution
capability [5], and improved delay-Doppler ambiguity of the
potential target [22]. Moreover, designing waveforms with ro-
bustness or adaptiveness is also required for the scenarios with
harsh environments that include heterogeneous clutter and/or
active jammers [18]. In addition, with the advance of multiple-
input multiple-output (MIMO) radar [23]–[26], the problem of
joint multiple waveform design is gaining even more importance
as it tends to grow to a large scale even faster (proportional to
both the code length and number of waveforms).

To obtain waveforms with desirable characteristics, exist-
ing approaches usually resort to manipulations with correlation
properties, such as the auto- and cross-correlations between dif-
ferent time lags of waveforms, which serve as the determinant
factors for evaluating the quality of designed waveforms [7],
[8]. Perfect auto- and cross-correlation properties indicate that
the emitted waveforms are mutually uncorrelated to any time-
delayed replica of them, meaning that the target located at the
range bin of interest can be easily extracted after matched fil-
tering, and the sidelobes from other range bins are unable to
attenuate it. For example, in the applications of the spot and
barrage noise jamming suppression [12] and synthetic aperture
radar imaging [5], [8], waveforms with deep notches towards
the time lags or frequency bands, where the jamming or clutter
signals are located, are highly desired. On the other hand, it is
preferred from hardware perspective that the designed wave-
forms maintain constant-modulus property, which can reduce
the cost of developing advanced amplifiers.

There have been a number of waveform designs developed
based on the consideration of correlation properties during the
past decades [2], [5], [7], [8], [16]. The earlier techniques such
as the maximal length sequence (also called M-sequence), P4,
Chu, Kasami, and Gold sequences show good periodic correla-
tion properties (see [16] and references therein), and some even
approach the Welch lower bound [27] on periodic correlation
levels. However, they are not designed to minimize the ape-
riodic correlation levels of waveforms, and therefore, perform
far from the corresponding lower bound on aperiodic correla-
tions. Other drawbacks of these techniques are inflexible code
length, limited number of waveforms, nonarbitrary phase val-
ues, and shrunk feasibility set (or degrees of freedom) [17].
These weaknesses become especially negative when designing
multiple waveforms under certain desirable conditions.

The integrated sidelobe level (ISL) [7], [17], which serves as
an evaluation metric for the correlation levels of waveforms in
terms of the accumulated sidelobes at all time lags, is typically
used. If the receiver is fixed to be the matched filter, the focus
of the waveform design methods is the waveform quality itself.
Corresponding waveform designs use the fact that the matched

1053-587X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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filter can be implemented based on the correlation between the
waveform and its delayed replica. If the receiver is not fixed
and therefore has to be jointly optimized with the transmitted
waveforms, the focus shifts to the so-called mismatched fil-
ter (also called instrumental variable filter [28]) design. Such
designs add flexibility as they enable to consider constraints
which are difficult to address otherwise. They make the re-
ceive filter to become generally mismatched mainly because
of trading off the signal-to-noise ratio in order to improve the
signal-to-interference-plus-noise ratio. The corresponding de-
sign techniques are usually based on alternating optimization
where the minimum variance distortionless response (MVDR)
filter design is involved. Once the waveforms are given, finding
the optimal MVDR receive filter is technically and computa-
tionally simpler than designing the waveforms. Therefore, our
focus here is to develop computationally efficient algorithms
for addressing the core problem of waveform design when the
optimal receive filter is the matched filter.

The computational complexity of algorithms is of crucial im-
portance for unimodular waveform designs on the basis of ISL
and/or weighted ISL (WISL) minimization. The work of [7] has
proposed to design a single unimodular waveform in frequency
domain using a cyclic procedure based on iterative calculations.
A surrogate objective function minimized by a cyclic algorithm
has been introduced, and the methods associated with the ISL
and WISL minimizations therein have been named as CAN and
WeCAN, respectively. These methods have been later extended
to multiple waveform design in [8]. However, the corresponding
ISL and WISL minimization problems can quickly grow to large
scale with the increase of code length and number of waveforms.
Moreover, they are non-convex and cannot be solved by classical
large-scale optimization algorithms developed for convex prob-
lems with relatively simple objectives and constraints [29]. The
objective functions based on the ISL and WISL metrics as well
as the constant-modulus constraint to the desired waveforms are
indeed complex to be dealt with, but the required accuracy of
waveform design is high.

The aforementioned CAN and WeCAN [7], [8] use a cyclic
procedure based on iterative calculations. Although large code
length up to several thousands is allowed by them, the cost in
terms of time consumption for both algorithms can reach several
hours and even days when the code length and required number
of waveforms grow large. This significant limitation restricts
the design of waveforms in real time. Indeed, in large-scale op-
timization, the targeted computational complexity per iteration
of an algorithm is linear in the dimension of the problem or
at most quadratic [29]. To reduce the computational complex-
ity, many relevant works [30]–[37] resort to the majorization-
minimization (MaMi) technique [38], which serves as the basic
technique for addressing large-scale and/or non-convex opti-
mization problems with complex objectives. For example, the
work of [30] has dealt with multistatic radar waveform design,
where an information-theoretic criterion has been utilized, while
the works of [31], [32] have been concerned with single- and
multiple-waveform designs.

Another important characteristic of large-scale optimization
algorithms is the convergence speed/rate [29]. Although the
analytical bounds on convergence rate may be hard/impossible
to derive even for some existing large-scale convex optimiza-
tion algorithms, designing algorithms with provably faster
convergence speed to tolerance than that of the other algorithms
is possible. This motivates us to investigate the possibility of

achieving very fast convergence speed to a stationary point for
the non-convex problems considered here.

In this paper,1 we focus on the ISL and WISL minimization-
based unimodular waveform designs for the match-filter re-
ceiver, aiming at developing fast algorithms of lower compu-
tational complexity and faster convergence speed than existing
algorithms. The paper is based on a detailed study of inherent
algebraic structures of the objective functions. Moreover, with
respect to MaMi procedure, it also proposes better majoriza-
tion functions which lead to algorithms with faster convergence
speed. The principal goal is to enable the real-time waveform
design with good correlation properties even when the code
length and number of waveforms are large. Although MaMi
framework is also used here as for example in [31] and [32],
our work differs and contributes to the following main aspects.
i) Our algorithm for non-convex quartic ISL minimization-based
unimodular waveform design is generic in the sense that it can
be used without changes and with reduced computations com-
pared to [31] and [32]. ii) By means of exploring and using
the inherent algebraic structures in the WISL expression, the
objective of the WISL minimization-based waveform design
problem is newly formulated in terms of a non-convex quartic
form where Hadamard product is involved. It is then derived
into an alternative quartic form that allows to further apply the
quartic-quadratic transformation. Both the originally formulated
(via Hadamard product) and the new eigenvalue decomposition
based quartic forms are completely different from the objec-
tive forms in [31] and [32]. iii) Different from [31] and [32] as
well as other existing works, we assume a general weighting
matrix for WISL which can be indefinite. We also prove that it
is not necessary to compute the corresponding eigenvalues for
the eigenvalue decomposition based quartic form. iv) Different
majorization functions from those of [31] and [32] within MaMi
framework are used for both the ISL and WISL minimization
problems. v) Our algorithms have lower or comparable com-
putational burden per iteration, faster convergence speed, and
demonstrate better correlation properties than the existing state-
of-the-art algorithms including the ones in [31] and [32].

The paper is organized as follows. In Section II, the signal
model and the ISL and WISL minimization-based unimodu-
lar waveform design problems are presented. In Section III,
fast algorithms for the ISL and WISL minimization problems
are developed and detailed. Simulation results are presented in
Section IV, while the paper is concluded in Section V followed
by Appendix that details some proofs and derivations.

Notations: We use bold uppercase, bold lowercase, and italic
letters to denote matrices, column vectors, and scalars, respec-
tively. Notations (·)∗, (·)T , (·)H , |·|, ‖·‖, ‖·‖F , vec(·), max{·},
tr{·}, �{·}, ⊗, �, and ∇ denote the conjugate, transpose,
conjugate transpose, modulus, Euclidean norm, Frobenius
norm, column-wise vectorization, maximum value, matrix
trace, real part, Kronecker product, Hadamard product, and
gradient operations, respectively. Moreover, notations δp , �·	,

, O(·), arg(·), λmax(·), and mod(·, ·) stand respectively for
the Kronecker delta function (with respect to the index p), floor
function, generalized inequality between matrices, order of
complexity, argument of a complex value, largest eigenvalue of
a matrix, and modulo operation with the first argument being
the dividend, while T {·} denotes the operation of constructing

1Some preliminary results on the ISL and WISL minimization-based designs
have been presented in [33] and [34], respectively.
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a Hermitian Toeplitz matrix from a vector that coincides with
the first column of the matrix, and diag{·} is the operator that
picks up diagonal elements from a matrix and writes them
into a vector (for matrix argument) or forms a diagonal matrix
with main diagonal entries picked up from a vector (for vector
argument). In addition, Up{·} and Dp{·} are operators that
respectively pick up the pth off-diagonal (p = 0 for the main
diagonal) entries from the upper and lower triangular parts of
a matrix and align them into a vector, [·]i,j denotes the (i, j)th
element of a matrix, IM is theM ×M identity matrix, and 1M
denotes an M × 1 vector with all elements equal to 1.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Consider a radar (or communication) system which emits M
unimodular and mutually orthogonal waveforms. Each wave-
form is of code length P , and the whole waveform matrix Y
of size P ×M is defined as Y � [y1 , . . . ,yM ]. Here the mth
column ym corresponds to themth launched waveform. Let the
pth element of ym be ym (p) = ejψm (p) where ψm (p) is an arbi-
trary phase value ranging between −π and π. When the number
of waveforms M reduces to 1, the waveform matrix Y shrinks
to a column vector.

The ISL metric for the set of waveforms {ym (p)}M,P
m=1,p=1

can be expressed as [8]

ζ =

M∑

m=1

P −1∑

p=−P +1
p �=0

|rmm (p)|2 +

M∑

m=1

M∑

m ′=1
m ′ �=m

P −1∑

p=−P +1

|rmm ′(p)|2

(1)

where

rmm ′(p) �
P∑

k=p+1

ym (k)y∗
m ′(k − p) =

(
rm ′m (−p)

)∗

m,m′ ∈ {1, . . . ,M}; p ∈ {1, . . . , P − 1} (2)

is the cross-correlation between the mth and m′th waveforms
at the pth time lag. The first term on the right-hand side of (1)
is associated with the auto-correlations, while the second term
represents the cross-correlations of the waveforms.

Likewise, the WISL metric for the waveforms
{ym (p)}M,P

m=1,p=1 can be expressed as [8]

ζw =
M∑

m=1

P −1∑

p=−P +1
p �=0

γ2
p |rmm (p)|2 +

M∑

m=1

M∑

m ′=1
m ′ �=m

×
P −1∑

p=−P +1

γ2
p |rmm ′(p)|2 (3)

where {γp}P −1
p=−P +1 are real-valued symmetric weights, i.e.,

γp = γ−p ,∀p, used for controlling the sidelobe levels corre-
sponding to different time lags. If γp takes zero value, it means
that the sidelobe level associated with the pth time lag is not
considered. If all the ISL controlling weights {γp}P −1

p=−P +1 take
the value 1, then ζw in (3) coincides with ζ in (1).

The basic unimodular waveform design problem is then for-
mulated as synthesizing unimodular and mutually orthogonal
waveforms {ym (p)}M,P

m=1,p=1 which have as good as possible
auto- and cross-correlation or weighted correlation properties.

Using (3), the WISL minimization-based unimodular waveform
design problem can be formally expressed as

min
Y

ζw

s.t. |ym (p)| = 1, m = 1, . . . ,M ; p = 1, . . . , P (4)

where the constraints ensure the constant-modulus property for
each waveform element, while the orthogonality between wave-
forms is guaranteed by the objective. Obviously, if all the ISL
controlling weights {γp}P −1

p=−P +1 take the value 1, the problem
(4) becomes that of the ISL minimization-based unimodular
waveform design.

III. FAST WAVEFORM DESIGN ALGORITHMS

In this section, we develop fast algorithms for the ISL and
WISL minimization-based unimodular waveform design prob-
lems. The inherent algebraic structures in the objective func-
tions (1) and (3) are investigated and exploited within the MaMi
framework. The strategy for applying MaMi is to design as ac-
curate as possible majorization functions and then use them a
number of times needed to arrive to a problem with closed-form
computationally cheap solution. Since the problems are non-
convex, the convergence to only a stationary point for MaMi-
based algorithms is guaranteed [38], [39].

A. Fast ISL Minimization-Based Algorithm

The ISL ζ in (1) can be rewritten in the matrix form as

ζ =

P −1∑

p=−P +1

‖Rp − P IM δp‖2 (5)

where Rp is the followingM ×M waveform covariance matrix

Rp �

⎡
⎢⎢⎣

r11(p) r12(p) . . . r1M (p)
r21(p) r22(p) . . . r1M (p)

...
...

. . .
...

rM 1(p) . . . . . . rMM (p)

⎤
⎥⎥⎦ (6)

whose elements are defined in (2).
Transforming (5) into frequency domain and performing

some derivations, the ISL ζ can be expressed as [8]

ζ =
1

2P

2P∑

p=1

∥∥˜̃y(ωp)˜̃y
H
(ωp) − P IM

∥∥2
(7)

where

˜̃y(ωp) �
P∑

n=1

ỹne
−jωp n , ωp � 2π

2P
p (8)

with ỹn being the transpose of the nth row of the waveform
matrix Y, i.e., ỹn � [y1(n), . . . , yM (n)]T .

Expanding the norm in (7), after some elementary algebraic
computations, the ISL ζ can be rewritten as

ζ =
1

2P

2P∑

p=1

(∥∥˜̃y(ωp)
∥∥4 − 2P

∥∥˜̃y(ωp)
∥∥2

+ P 2M
)
. (9)

Moreover, introducing the MP × 1 vectorized version of the
waveform matrix Y as y � vec(Y) =

[
yT

1 , . . . ,y
T
M

]T
and the
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MP ×M matrix Ap � IM ⊗ ap with ap defined as ap �[
1, ejωp , . . . , ej (P −1)ωp

]T
where p = 1, . . . , 2P , and using the

facts that ˜̃y(ωp) = AH
p y and

∥∥˜̃y(ωp)
∥∥2

= ˜̃y
H
(ωp)˜̃y(ωp), the

ISL expression (9) can be further rewritten as

ζ =
1

2P

2P∑

p=1

((
yHApA

H
p y
)2 − 2P

(
yHApA

H
p y
)

+ P 2M
)
.

(10)

Noticing that
∑2P

p=1 ApA
H
p = 2P IMP and using the fact that

the desired waveforms are orthogonal and have constant modu-
lus, i.e., ‖y‖2 = MP , we can find that

2P∑

p=1

yHApA
H
p y = yH

(
2P∑

p=1

ApA
H
p

)
y = 2MP 2 . (11)

Using (11) and excluding the immaterial optimization terms
from (10), the optimization problem (4) can be rewritten as

min
y

2P∑

p=1

(
yHApA

H
p y
)2

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP (12)

where the objective function takes a quartic form with respect
to y.

Introducing the MP ×MP and M 2P 2 ×M 2P 2 , respec-
tively, matrices Ỹ � yyH and

Φ �
2P∑

p=1

vec
(
ApA

H
p

)(
vec
(
ApA

H
p

))H
(13)

and using the fact that yHApA
H
p y = tr

{
ỸHApA

H
p

}
=(

vec
(
Ỹ
))H

vec
(
ApA

H
p

)
obtained via the elementary proper-

ties of the trace and vectorization operations, the objective in
(12) can be transformed from quartic into quadratic form as
follows

2P∑

p=1

(
yHApA

H
p y
)2

=
2P∑

p=1

(
tr
{
ỸHApA

H
p

})2

=
2P∑

p=1

(
vec
(
Ỹ
))H

vec
(
ApA

H
p

)(
vec
(
ApA

H
p

))H
vec
(
Ỹ
)

=
(
vec
(
Ỹ
))H

Φ vec
(
Ỹ
)
. (14)

Therefore, the problem (12) can be further rewritten as

min
Ỹ

(
vec
(
Ỹ
))H

Φ vec
(
Ỹ
)

(15a)

s.t. Ỹ = yyH , (15b)

|y(p′)| = 1, p′ = 1, . . . ,MP. (15c)

Since the objective function (15a) takes a quadratic form, a
proper majorized function can be applied. Before applying the
majorant to (15a), we present the following general result that
will be used later.

Lemma 1: If a real-valued function f(x) with respect to
complex variable x is second-order differentiable, and there is a

matrix G 
 0 satisfying the generalized inequality ∇2f(x) �
G for all x, then for each point x0 , the following convex
quadratic function

g(x) = f(x0) + �
{
∇Hf(x0)(x − x0)

}

+
1

2
(x − x0)

HG(x − x0) (16)

majorizes f(x) at x0 .2

Proof: Using Taylor’s theorem, the second-order expansion
of f(x) at the point x0 is given as

f(x) = f(x0) + �
{
∇Hf(x0)(x − x0)

}

+
1

2
(x − x0)

H∇2f(ξ)(x − x0) (17)

where ξ is a point on the line connecting x0 and x. Due to the
fact that ∇2f(ξ) � G, the inequality f(x) ≤ g(x) also holds
true, where g(x) is given by (16). �

If f(x) is a quadratic form, i.e., f(x) = xHQx, as it is the
case for the objective function in (15), by substituting ∇f(x0) =
2Qx0 in (16), the majorant can be obtained as

g(x) =
1

2
xHGx + xH

0

(
1

2
G − Q

)
x0

+ 2�
{
xH

(
Q − 1

2
G

)
x0

}
. (18)

Let G be the M 2P 2 ×M 2P 2 identity matrix magni-
fied by the largest eigenvalue of the matrix Φ, i.e., G �
λmax(Φ)IM 2 P 2 . For such selection of G, the generalized in-
equality G 
 Φ is guaranteed to hold. Then using (18), the
objective function (15a) can be majorized by the following
function

g1

(
Ỹ, Ỹ(k)

)
= λm a x (Φ)

2

(
vec
(
Ỹ
))H

vec
(
Ỹ
)

+
(
vec
(
Ỹ(k)

))H(λm a x (Φ)
2 IM 2 P 2 − Φ

)
vec
(
Ỹ(k)

)

+ 2�
{(

vec
(
Ỹ
))H(

Φ − λm a x (Φ)
2 IM 2 P 2

)
vec
(
Ỹ(k)

)}
(19)

where the matrix Ỹ(k) � y(k)
(
y(k)
)H

is obtained at the kth
iteration with y(k) � vec{Y(k)} being the vectorized version
of the waveform matrix Y(k) at iteration k.

Using the elementary properties of the Kronecker product
and vectorization operations, we can find that

vec(Ỹ) = vec
(
yyH

)
= (yT ⊗ IMP )Hy. (20)

Furthermore, using (20) and the fact that the desired waveforms
are orthogonal and unimodular, we obtain

(
vec
(
Ỹ
))H

vec
(
Ỹ
)

= ‖y‖4 = M 2P 2 . (21)

Moreover, using the definition (13) of the matrix Φ, the max-
imum eigenvalue of Φ is given as (see Appendix A for the
proof)

λmax(Φ) = 2MP 2 . (22)

Returning to (19) and using the facts (20)–(22), we can see that
the first two terms on the right hand of (19) are constant and

2The one-dimension version of Lemma 1 appears in [39] as Theorem 3.1.
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therefore immaterial for optimization. Thus, ignoring these two
terms, the majorization problem for (15) can be written as

min
Ỹ

(
vec
(
Ỹ
))H(

Φ −MP 2IM 2 P 2

)
vec
(
Ỹ(k)

)

s.t. Ỹ = yyH

|y(p′)| = 1, p′ = 1, . . . ,MP. (23)

Using the definition (13) and the properties (20) and also

vec
(
ApA

H
p

)
=
(
AT
p ⊗ IMP

)H
vec
(
Ap

)
(24)

the objective function in (23), denoted hereafter as obja , can be
expanded as

obja =

2P∑

p=1

(
yH(yT ⊗ IMP )

(
AT
p ⊗ IMP

)H
vec
(
Ap

)

×
(
vec
(
Ap

))H(
AT
p ⊗ IMP

)(
(y(k))T ⊗ IMP

)H
y(k)
)

−MP 2yH
(
yT ⊗ IMP

)(
(y(k))T ⊗ IMP

)H
y(k) . (25)

Applying the mixed-product property of the Kronecker prod-
uct to (25), the objective in (23) can be further derived as

obja =
2P∑

p=1

yH
(
(yTA∗

p) ⊗ IMP

)
vec
(
Ap

)(
vec
(
Ap

))H((
AT
p

× (y(k))∗)⊗ IMP

)
y(k) −MP 2yH

(
yT(y(k))∗)y(k) .

(26)

It is straightforward to check that the equality ((yTA∗
p) ⊗

IMP )vec
(
Ap

)
= ApA

H
p y holds. Applying this equality to

(26), the objective in (23) can be rewritten as

obja =

2P∑

p=1

yHAp

(
(y(k))HApA

H
p y(k)

)
AH
p y −MP 2yH

×
(
y(k)(y(k))H

)
y = yH

(
AΛ(k)AH −MP 2y(k)(y(k))H

)
y

(27)

where the MP × 2MP matrix A and the 2MP × 2MP
matrix Λ(k) are defined as A � [A1 , . . . ,A2P ] and Λ(k) �
diag

{
μ(k) ⊗ 1M

}
, and the 2P × 1 vector μ(k) is defined as3

μ(k) �
∣∣ÃHY(k)

∣∣21M (28)

via the P × 2P matrix Ã � [a1 , . . . ,a2P ].
Using (27), the problem (23) can be rewritten as

min
y

yH
(
AΛ(k)AH −MP 2y(k)(y(k))H

)
y

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP (29)

where the objective function takes a quadratic form, to which
the majorant (18) can be applied again. Substituting the
2MP × 2MP matrix G, defined as G � μ

(k)
maxAAH , into (18),

3In (28), |·| is applied to a matrix argument, which means that the magnitude
is found for each element of the matrix, that is, the element-wise magnitude.

the objective (27) can be majorized by the following function

g2

(
y,y(k)

)
= 1

2μ
(k)
maxy

HAAHy + (y(k))H
(
MP 2y(k)(y(k))H

− A(Λ(k) − 1
2μ

(k)
maxI2MP )AH

)
y(k) + 2�

{
yH
(
A(Λ(k)

− 1
2μ

(k)
maxI2MP )AH −MP 2y(k)(y(k))H

)
y(k)
}

(30)

where μ
(k)
max is the largest element of Λ(k) , or equivalently,

μ
(k)
max � max

{
μ(k)

}
. This scaling factor guaranties that the gen-

eralized inequality G 
 AΛ(k)AH holds.
Noticing that AAH =

∑2P
p=1 ApA

H
p = 2P IMP and using

the fact that the desired waveforms are orthogonal and have con-
stant modulus, i.e., yHy = (y(k))Hy(k) = ‖y‖2 = MP , we
can see that the first two terms in (30) are constant, and hence,
immaterial for optimization. Ignoring these terms, the optimiza-
tion problem (29) can be further majorized by the following
problem

min
y

yH
(
A(Λ(k) − 1

2μ
(k)
maxI2MP )AH −M 2P 3IMP

)
y(k)

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP. (31)

Using again the fact that the desired waveforms have constant
modulus, the problem (31) can be equivalently rewritten as

min
Y

∥∥Y − T(k)Y(k)
∥∥

s.t. |[Y]m,p | = 1, m = 1, . . . ,M ; p = 1, . . . , P (32)

where the P × P matrix T(k) � T
{
v(k)
}

is a Hermitian
Toeplitz matrix constructed from the P × 1 vector v(k) �
−Ã
(
μ(k) − 1

2 (μ
(k)
max +M 2P 2)12P

)
. The problem (32) has the

following closed-form solution

[Y]m,p = exp
{
j · arg

([
T(k)Y(k)

]
m,p

)}
, ∀m, ∀p. (33)

Finally, according to the MaMi procedure and using the
closed-form solution (33) to the majorization problem, the ISL
minimization-based unimodular waveform design algorithm is
summarized in Algorithm 1. There exist accelerated schemes
for MaMi, such as the squared iterative method (SQUAREM)
of [40], which can be straightforwardly applied to speed up
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Algorithm 1. The SQUAREM scheme is an extension of the
scalar Steffensen type method [41], [42] to vector fixed-point
iteration empowered with the idea of “squaring” [43]. It is an
“off-the-shelf” acceleration method that requires nothing extra
to the parameter updating rules of an original algorithm, except
possibly the computationally cheap projection to feasibility set,
and it is guaranteed to converge [35], [40].

Different stopping criteria can be employed in Algorithm 1.
For example, it can be the absolute ISL difference between the
current and previous iterations normalized by the initial ISL,
or it can be the norm of the difference between the waveform
matrices obtained at the current and previous iterations.

In terms of the per iteration computational complexity of
Algorithm 1, the straightforward calculation of μ(k) accord-
ing to (28) requires 2MP (P + 1) operations, the calculation
of v(k) costs 2P 2 operations, while the computational burden
of the matrix to matrix product T(k)Y(k) in (33) is MP 2

operations. Therefore, the total computational complexity is
(3M + 2)P 2 + 2MP operations. However, μ(k) and v(k) can
be computed by means of the fast Fourier transform (FFT) at
the order of complexity O(MP logP ) and O(P logP ), re-
spectively. Similarly, using the Toeplitz structure of T(k) , the
product T(k)Y(k) can also be calculated at a reduced complex-
ity O(MP logP ), which is the highest in Algorithm 1. Thus,
the order of complexity of Algorithm 1 is O(MP logP ), which
is nearly linear in the dimension of the problem, as required in
large-scale optimization.

B. Fast WISL Minimization-Based Algorithm

The WISL in (3) can be written in the matrix form as

ζw = γ2
0 ‖R0 − P IM ‖2 +

P −1∑

p=−P +1
p �=0

γ2
p ‖Rp‖ (34)

where Rp , p ∈ {−P + 1, . . . , P − 1} are defined in (6).
In the frequency domain, (34) can be expressed as [8]

ζw =
1

2P

2P∑

p=1

∥∥Ψ(ωp) − γ0P IM
∥∥2

(35)

where ωp is defined in (8) and

Ψ(ωp) �
P −1∑

p=−P +1

γpRpe
−jωp n (36)

is the weighted spectral density matrix.
Let us define the P × P weighting matrix that has Toeplitz

structure and is constructed by the weights {γp}P −1
p=−P +1 as

Γ �

⎡
⎢⎢⎢⎣

γ0 γ1 . . . γP −1

γ−1 γ0
. . .

...
...

. . .
. . . γ1

γ−P +1 . . . γ−1 γ0

⎤
⎥⎥⎥⎦. (37)

Then the matrix Ψ(ωp) in (36) can be rewritten in the vector-
matrix form as

Ψ(ωp) = YH(diag{ap})HΓdiag{ap}Y
= YH

(
(apa

H
p ) � Γ

)
Y. (38)

Substituting (38) into (35), the WISL ζw can be expressed as

ζw =
1

2P

2P∑

p=1

∥∥YH
(
(apa

H
p ) � Γ

)
Y − γ0P IM

∥∥2
. (39)

Expanding the squared norm in the sum of (39) yields

ζw =
1

2P

2P∑

p=1

(∥∥YH
(
(apa

H
p ) � Γ

)
Y
∥∥2

+ γ2
0MP 2

− 2γ0P tr
{
YH
(
(apa

H
p ) � Γ

)
Y
})
. (40)

Using the facts that the desired waveforms are orthogonal
and unimodular, i.e., tr

{
YHY

}
= ‖Y‖2 = MP , and also that∑2P

p=1 apa
H
p = 2P IP , we find that

2P∑

p=1

tr
{
YH
(
(apa

H
p ) � Γ

)
Y
}
=tr

{
YH
(( 2P∑

p=1

apa
H
p

)
�Γ
)
Y

}

= 2P tr
{
YH(IP � Γ)Y

}
= 2γ0P‖Y‖2 = 2γ0MP 2 . (41)

Therefore, the second and third terms of (40) are constant and
immaterial for optimization. With this observation, the WISL
minimization problem (4) can be rewritten as

min
Y

2P∑

p=1

∥∥YH
(
(apa

H
p ) � Γ

)
Y
∥∥2

(42a)

s.t. |ym (p)| = 1, m = 1, . . . ,M ; p = 1, . . . , P. (42b)

The Hadamard product of two matrices appears under the
Frobenius norm in (42a), and the resulting matrix there is com-
plex. Therefore, it cannot be rewritten into a proper quartic form
with respect to y by directly expanding the squared norm. In-
stead, it needs to be converted into an alternative quartic form.
Towards this end, we consider the eigenvalue decomposition of
Γ, which in general may be indefinite expressed as

Γ =
K∑

k=1

λkqkq
H
k =

K∑

k=1

ukv
H
k (43)

where λk (real-valued) and qk are the kth eigenvalue and eigen-
vector, respectively, uk �

√
λkqk , vk equals −uk when λk is

negative, otherwise it is the same as uk , and K is the rank of Γ.
Substituting (43) into (42a) and expanding the Frobenius norm,
the objective function (42a), called hereafter as objb , can be
rewritten as

objb =

2P∑

p=1

K∑

k=1

K∑

k ′=1

∣∣∣(vk ′ � ap)
HYYH(uk � ap)

∣∣∣
2

. (44)

Applying the property YH(uk � ap) = (IM ⊗ (ap � uk ))
Ty∗

(also holds if uk is replaced by vk ′) where y = vec(Y) to
(44) together with the mixed-product property of the Kronecker
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product, the objective function (42a) can be rewritten as

objb =
2P∑

p=1

K∑

k=1

K∑

k ′=1

∣∣yH
(
IM ⊗

((
apa

H
p

)
�
(
ukv

H
k ′
)))

y
∣∣2

=

2P∑

p=1

K∑

k=1

K∑

k ′=1

(
yH
((

ApA
H
p

)
� Γreal

kk ′
)
y
)2

+
(
yH
((

ApA
H
p

)
� Γimg

kk ′
)
y
)2

(45)

where the MP ×MP Hermitian matrices Γreal
kk ′ and Γimg

kk ′ are
defined as

Γreal
kk ′ � IM ⊗ ukv

H
k ′ + vk ′uH

k

2
(46)

Γimg
kk ′ � IM ⊗ ukv

H
k ′ − vk ′uH

k

2i
(47)

with i �
√

−1.
Substituting (45) to (42), the WISL minimization problem

becomes

min
y

2P∑

p=1

K∑

k=1

K∑

k ′=1

(
yH
((

ApA
H
p

)
� Γreal

kk ′
)
y
)2

+
(
yH
((

ApA
H
p

)
� Γimg

kk ′
)
y
)2

(48a)

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP. (48b)

The objective function (48a) takes a proper quartic form with
respect to y that enables us to design an algorithm based on the
MaMi approach.

By means of the trace and vectorization operations for matri-
ces, and similar to the previous subsection, the objective (48a),
denoted for brevity as objc , can be rewritten as

objc =

2P∑

p=1

(
tr
{
ỸH
((

ApA
H
p

)
� Γreal

kk ′
)})2

+
(
tr
{
ỸH
((

ApA
H
p

)
� Γimg

kk ′
)})2

=
(
vec
(
Ỹ
))H

Φ̃ vec
(
Ỹ
)

(49)

where Ỹ � yyH , Φ̃ is the M 2P 2 ×M 2P 2 matrix defined as

Φ̃ � Φ̄ � Γ̄ (50)

with

Φ̄ �
2P∑

p=1

vec
(
ApA

H
p

)(
vec
(
ApA

H
p

))H
(51)

Γ̄ �
K∑

k=1

K∑

k ′=1

vec
(
Γreal
kk ′
)(

vec
(
Γreal
kk ′
))H

+ vec
(
Γimg
kk ′
)(

vec
(
Γimg
kk ′
))H

. (52)

Replacing the objective function (48a) with (49), the opti-
mization problem (48) can be rewritten as

min
Ỹ

(
vec
(
Ỹ
))H

Φ̃ vec
(
Ỹ
)

(53a)

s.t. Ỹ = yyH (53b)

|y(p′)| = 1, p′ = 1, . . . ,MP (53c)

where (53a) takes a quadratic form, to which a majorant can
be applied. Yet before applying the majorization procedure, we
present the following result that will be used later.

Lemma 2: Given a set of N × 1 arbitrary complex vectors
{dk}Kk=1 and an N ×N arbitrary Hermitian matrix H, the fol-
lowing generalized inequality

K∑

k=1

(
dkd

H
k

)
� H � λmax(H)D (54)

holds, whereD � diag{∑K
k=1 |dk (1)|2 , . . . ,∑K

k=1 |dk (N)|2}.
Proof: Let {λ̃n}Nn=1 and {q̃n}Nn=1 be respectively the sets

of eigenvalues (in descending order) and corresponding eigen-
vectors of the matrix H, i.e., H =

∑N
n=1 λ̃n q̃n q̃

H
n . Using this

expression and some elementary properties of the Hadamard
product, the inequality (54) can be proved as follows

K∑

k=1

(
dkd

H
k

)
� H =

(
K∑

k=1

dkd
H
k

)
�
(

N∑

n=1

λ̃n q̃n q̃
H
n

)

=

K∑

k=1

N∑

n=1

λ̃n
(
dkd

H
k

)
�
(
q̃n q̃

H
n

)

=

K∑

k=1

N∑

n=1

λ̃n (dk � q̃n )(dk � q̃n )H

�
K∑

k=1

N∑

n=1

λ̃1(dk � q̃n )(dk � q̃n )H

= λ̃1

(
K∑

k=1

dkd
H
k

)
�
(

N∑

n=1

q̃n q̃
H
n

)

= λ̃1

(
K∑

k=1

dkd
H
k

)
� IN

= λmax(H)D. (55)

The proof is complete. �
Applying Lemma 2 by taking dk = vec

(
ApA

H
p

)
, H = Γ̄,

and K = 2P , we obtain the following generalized inequality

Φ̄ � Γ̄ � λmax

(
Γ̄
)
diag

{
Φ̄
}
. (56)

Note that for a given matrix Γ in (37), the largest eigenvalue of
Γ̄ in (52), i.e., λmax

(
Γ̄
)
, is fixed, and it can be found that

λmax

(
Γ̄
)

= Mλ2
max

(
Γ
)
. (57)

The proof of (57) can be found in Appendix B. Note also that for
the majorization function computation it is more efficient and
sufficient to approximate λmax

(
Γ
)

by any matrix norm of Γ.
In addition, the diagonal elements of Φ̄ take values either zero
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or 2P . Therefore, we can replace the matrix diag{Φ̄} in (56)
with an identity matrix magnified by 2P without disobeying the
inequality.

Using (18) with G � λΦ̃ IM 2 P 2

(
here λΦ̃ � 2Pλmax

(
Γ̄
))

that satisfies G 
 Φ̃, the objective function (53a) can be ma-
jorized by the following function

g̃1

(
Ỹ, Ỹ(k)

)
=

λΦ̃

2

(
vec
(
Ỹ
))H

vec
(
Ỹ
)

+
(
vec
(
Ỹ(k)

))H(λΦ̃

2 IM 2 P 2 − Φ̃
)
vec
(
Ỹ(k)

)

+ 2�
{(

vec
(
Ỹ
))H(

Φ̃ − λΦ̃

2 IM 2 P 2

)
vec
(
Ỹ(k)

)}
. (58)

Due to the property (21), the first and second terms in (58) are
constant and therefore immaterial for optimization. Ignoring
these terms, (53) can be majorized by the problem

min
Ỹ

(
vec
(
Ỹ
))H(

Φ̃ − λΦ̃

2 IM 2 P 2

)
vec
(
Ỹ(k)

)
(59a)

s.t. Ỹ = yyH (59b)

|y(p′)| = 1, p′ = 1, . . . ,MP. (59c)

To further simplify (59a), we will need the following result
that relates Hadamard to Kronecker products.

Lemma 3: Given two matrices F and C of the same size
N ×N and the N ×N 2 selection matrix E =

[
Ē1 , . . . , ĒN

]

with Ēn being the nth N ×N block matrix composed of all
zeros except the nth element on the main diagonal equaling 1,
i.e., [Ēn ]n,n = 1, the following equality

F � C = E(C ⊗ F)EH (60)

holds. Under the condition that
√
N is an integer, Ēn can be

decomposed as

Ēn = Êu(n) ⊗ Êv (n) (61)

where the matrices Êu(n) and Êv (n) are constructed in the same
way as Ēn but have the reduced size

√
N ×

√
N , and

u(n) �
⌊
n− 1√
N

⌋
+ 1, n = 1, . . . , N (62)

v(n) � mod
(
n− 1,

√
N
)

+ 1, n = 1, . . . , N (63)

are respectively the column and row indices of the element in a√
N ×

√
N matrix corresponding to the unique linear index n

in its column-wise vectorization.
Proof: The proof of (60) appears in Lemma 1 of [44]. The

remaining results (61)–(63) are the elementary properties of the
selection matrix. �

Applying Lemma 3 by taking F = Φ̄, C = Γ̄, and N =
M 2P 2 , and substituting (50) into (59a), the objective function
(59a), denoted for brevity as objd , can be rewritten as

objd =
(
vec
(
Ỹ
))H(

E
(
Γ̄ ⊗ Φ̄

)
EH − λΦ̃

2 IM 2 P 2

)
vec
(
Ỹ(k)

)

=
(
vec
(
Ỹ
))H
⎛
⎝
M 2 P 2∑

n=1

M 2 P 2∑

n ′=1

[
Γ̄
]
n,n ′Ēn Φ̄ĒH

n ′

⎞
⎠vec

(
Ỹ(k)

)

− λΦ̃

2

(
vec
(
Ỹ
))H

vec
(
Ỹ(k)

)
(64)

where the latter expression in (64) is obtained by expanding the
Kronecker product in the prior expression for the objective.

Using (52) and (61), and applying the properties (20) and
(24), the objective (64) can be further rewritten as

objd =
2P∑

p=1

M 2 P 2∑

n=1

M 2 P 2∑

n ′=1

[
Γ̄
]
n,n ′y

H
(
yT ⊗ IMP

)(
Êu(n)

⊗ Êv (n)

)(
AT
p ⊗ IMP

)H
vec
(
Ap

)(
vec
(
Ap

))H(
AT
p

⊗ IMP

)(
Êu(n ′) ⊗ Êv (n ′)

)H(
(y(k))T ⊗ IMP

)H
y(k)

− λΦ̃

2 yH
(
yT ⊗ IMP

)(
(y(k))T ⊗ IMP

)H
y(k) . (65)

Applying the mixed-product property of the Kronecker product
together with the property

((
yT Êu(n)A

∗
p

)
⊗ Êv (n)

)
vec
(
Ap

)
=

Êv (n)ApA
H
p Êu(n)y to (65), we obtain

objd = yH

⎛
⎝

2P∑

p=1

M 2 P 2∑

n=1

M 2 P 2∑

n ′=1

[
Γ̄
]
n,n ′Êv (n)Ap

((
y(k)
)H

Êu(n ′)

×ApA
H
p Êv (n ′)y

(k)
)
AH
p Êu(n) − λΦ̃

2 y(k)(y(k))H
)
⎞
⎠y

= yH
(
B(k) − λΦ̃

2 y(k)(y(k))H
)
y (66)

where y(k) � vec{Y(k)} and B(k) is anMP ×MP Hermitian
matrix composed of M 2 block matrices, i.e.,

B(k) �

⎡
⎢⎣

B
(k)
11 . . . B

(k)
1M

...
. . .

...
B

(k)
M 1 . . . B

(k)
MM

⎤
⎥⎦ (67)

with the (m,m′)th block

B
(k)
mm ′ = 2PT

(
ρ

(k)
mm ′ ,η

(k)
mm ′

)
(68)

being a P × P Toeplitz matrix whose first row and column
coincide with the P × 1 vectors ρ

(k)
mm ′ and η

(k)
mm ′ , respectively.

Here, the (p+ 1)th (0 ≤ p ≤ P − 1) elements of ρ
(k)
mm ′ and

η
(k)
mm ′ are respectively given by

ρ
(k)
mm ′(p+ 1) �

{
γ2
p1

T
P −pUp

(
Z

(k)
mm ′

)
, p ∈ Ω

0, p ∈ Ω̄
(69)

η
(k)
mm ′(p+ 1) �

{
γ2
p1

T
P −pDp

(
Z

(k)
mm ′

)
, p ∈ Ω

0, p ∈ Ω̄
(70)

where Z
(k)
mm ′ � y

(k)
m

(
y

(k)
m ′
)H

, Ω � {0} ∪ {p|γp �= 0, p > 0} is
the set of non-negative indices associated with the non-zero ISL
controlling weights (always including index p = 0 for simplic-
ity), and Ω̄ � {p|γp = 0, p > 0} is the complementary set of
Ω with the full set defined as [0, P − 1]. The meanings of (69)
and (70) are that the non-zero elements of ρ

(k)
mm ′ and η

(k)
m,m ′

are expressed by the sum of the off-diagonal elements in the
upper and lower triangular parts of Z

(k)
mm ′ magnified by γ2

p , re-
spectively. Using (69) and (70), the calculations for zero-valued
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elements can be avoided. Note that B
(k)
mm ′ =

(
B

(k)
m ′m

)H
, there-

fore, only the upper (or lower) triangular part of B(k) needs to
be determined.

The objective function (66) takes a quadratic form, to which
the majorant of (18) can be applied again. Let G � τ (k)IMP ,
so that the generalized inequality G 
 Q is guaranteed for
(18). Here we can use any matrix norm of Q(k) � B(k) −
λΦ̃y(k)(y(k))H/2 for τ (k) because it serves as an upper bound
of the largest eigenvalue. Thus, the objective function (66) can
be majorized by the following function

g̃2

(
y,y(k)

)
= τ (k )

2 yHy + (y(k))H
(
τ (k ) +MP λΦ̃

2 IMP − B(k)
)
y(k)

+ 2�
{
yH
(
B(k) − τ (k ) +MP λΦ̃

2 IMP

)
y(k)
}
. (71)

Similar to the majorant (30), the first two terms of (71) are
constant and therefore immaterial for optimization. Ignoring
these two terms, the problem (59) can be majorized by

min
y

yH
(
B(k) − τ (k ) +MP λΦ̃

2 IMP

)
y(k)

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP. (72)

Due to the constant-modulus property of y, the problem (72) is
equivalent to the following optimization problem

min
y

∥∥y − z(k)
∥∥2

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP (73)

where z(k) �
((
τ (k) +MPλΦ̃

)
IMP /2 − B(k)

)
y(k) . The

problem (73) can be then solved in closed form as

y
(
p′) = exp{j · arg

(
z(k)(p′)

)
}, p′ = 1, . . . ,MP. (74)

Finally, reshaping the so-obtained vector y into a P ×M ma-
trix, we obtain the designed waveform matrix Y. The WISL
minimization-based unimodular waveform design algorithm is
summarized in Algorithm 2.

To find the computational complexity of Algorithm 2, we
assume that the set of Ω consists of NP (0 < NP ≤ P ) el-
ements. It can be seen that both ρ

(k)
mm ′ in (69) and η

(k)
mm ′ in

(70) can be calculated with at most NP P operations if the
covariance matrix Z

(k)
mm ′ is given. The calculation of Z

(k)
mm ′

costs P 2 operations. Note that we only need to calculate for
the subscripts m = 1, . . . ,M and m′ = m, . . . ,M , and then
repeat the above summarized calculations M(M − 1)/2 times.
Finally, the calculation of the vector z(k) needs M 2P 2 oper-
ations. Consequently, the total number of operations is upper
bounded by ((3M 2 −M)P 2 + (M 2 −M)NP P )/2. In other
words, the computational complexity of Algorithm 2 is at most
O((M − 1)MP 2) which is smaller than quadratic in the prob-
lem size, and therefore suitable for large-scale optimization.4

The accelerated version of Algorithm 2 is obtained by
a straightforward application of the SQUAREM acceleration
scheme [40] as in the case of Algorithm 1.

IV. SIMULATION RESULTS

In our simulations, we evaluate the performance of the pro-
posed algorithms (Algorithms 1 and 2) and compare it with
that of the existing ISL and WISL minimization-based algo-
rithms. In particular, Algorithm 1 for ISL minimization (named
hereafter as ISLNew) is compared with the CAN algorithm of
[8], the (third) algorithm of [32] (named hereafter as ISLSong),
and the algorithm of [45] (named hereafter as ISLCui with
all weights equaling 1). Algorithm 2 for WISL minimization
(named hereafter as WISLNew) is compared with the WeCAN
algorithm of [8], the (second) algorithm of [32] (named here-
after as WISLSong), and the algorithm of [45] (named here-
after as WISLCui). The MaMi-based algorithms, including the
ISLSong, ISLNew, WISLSong and WISLNew, are accelerated
by the SQUAREM scheme [40].

We first investigate the convergence properties of the algo-
rithms tested, and then conduct their performance evaluations in
terms of the following characteristics: i) the minimum and av-
erage ISL/WISL values obtained after the algorithms converge
to the preset tolerance (called ISL/WISL after convergence);
ii) the average consumed time (in seconds); and iii) the aver-
age number of conducted iterations. Here all averaged results
are obtained over 50 independent trials. Throughout all simula-
tions, we generate sets of unimodular sequences with random
phases as the initialization, and use the same initial sequence set
in all algorithms for fair comparison. We conduct all compar-
isons based on the same hardware and software configurations
(PC with 3.30 GHz Intel Xeon CPU E3-1230 and 16 GB RAM
using MATLAB R2017a). The stopping criterion, defined as the
absolute ISL/WISL difference between the current and previous
iterations normalized by the initial ISL/WISL value, is employed
in all simulation examples,5 and the preset stopping tolerance
is 10−9 . In every example related to WISL minimization, the
ISL controlling weights are set to be γp = 1, p = −19, . . . , 19,
while the others are zeros. In addition, the ISL and WISL values

4Note that the overall computational complexity claimed in [32] has to be
corrected to the same order as here. Further clarifications can be found in
Section IV.

5We have also tested the other stopping criterion mentioned in Subsection
III-A to confirm that convergence results are independent of a specific criterion.
Thus, we only show the results for one stopping criterion here.
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Fig. 1. Convergence evaluations of the ISL and WISL minimization-based algorithms for short code length P = 32.

Fig. 2. Convergence evaluations of the ISL and WISL minimization-based algorithms for large code length P = 3000.

are shown in dBs and defined as 10 log10(ζ) and 10 log10(ζw),
respectively.

Example 1: Convergence evaluation. In this example, we
study the convergence properties of the waveform design al-
gorithms in terms of the ISL/WISL values plotted versus the
number of conducted iterations and the computational time.
The ISL and WISL values at each iteration are normalized by
the value obtained at initialization. The short code length of
P = 32 and large code length of P = 3000 are tested for both
the ISL and WISL evaluations, and the numbers of waveforms
are set as M = 1 for the former and M = 2 for the latter.

The corresponding ISL convergence results versus the num-
ber of conducted iterations are shown in Fig. 1(a). It can be
seen from the figure that for all the algorithms tested, the ob-
tained ISL decreases monotonically as the number of iterations
increases. Among the algorithms tested, the ISLNew algorithm
shows the best convergence speed, i.e., it requires the smallest

number of iterations (around 30) to converge to the solution with
−11.63 dB normalized ISL value that satisfies the preset toler-
ance parameter. The ISLSong algorithm shows the second best
convergence speed with the consumption of about 40 iterations,
while the ISLCui and CAN algorithms spend 110 and 512 itera-
tions (only the first 150 are shown), respectively. Their normal-
ized ISL values after convergence are −10.01 dB, −10.29 dB,
and −9.43 dB, respectively. This example demonstrates the su-
periority of applying MaMi techniques with acceleration to the
ISL minimization-based waveform design, and also verifies the
advantage of the proposed ISLNew algorithm over the other
algorithms.

Similar to the ISL convergence results, it can be seen from
the results shown in Fig. 1(b) that the WISL values for all al-
gorithms tested also decrease monotonically as the number of
iterations increases. In this example, the WISLCui, WISLSong,
and WISLNew algorithms show much faster convergence speed
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TABLE I
ISL PERFORMANCE COMPARISONS (INCLUDING THE MINIMUM AND AVERAGE ISL VALUES, THE CONSUMED TIME, AND THE NUMBER OF CONDUCTED

ITERATIONS) OF THE ALGORITHMS TESTED VERSUS CODE LENGTH FOR M = 1 WAVEFORM

TABLE II
ISL PERFORMANCE COMPARISONS (INCLUDING THE MINIMUM AND AVERAGE ISL VALUES, THE CONSUMED TIME, AND THE NUMBER OF CONDUCTED

ITERATIONS) OF THE ALGORITHMS TESTED VERSUS LARGE CODE LENGTH FOR M = 2 WAVEFORMS

and achieve significantly lower WISL than the WeCAN algo-
rithm. The proposed WISLNew algorithm shows the best per-
formance. It consumes only 89 iterations for achieving WISL of
−7.40 dB, while the WISLSong and WISLCui algorithms con-
sume 230 and 251 iterations and obtain WISLs of −7.30 dB and
−6.88 dB, respectively. The WeCAN algorithm obtains WISL
of only −5.67 dB and spends 132 iterations. In addition, this
example verifies that the WISLCui algorithm is more sensitive
to the sparsity of ISL controlling weights than the MaMi-based
algorithms, and it can result in very large number of iterations
when non-sparse weights are present.

The ISL and WISL convergence results versus the com-
putational time for the large code length of P = 3000 are
shown in Fig. 2, where we only show the plots for the
ISLSong, WISLSong and the proposed ISLNew and WISLNew
algorithms. The non-competitive CAN, WeCAN, ISLCui, and
WISLCui algorithms are excluded from the comparison because
they lead to heavy time consumptions up to hours for the large
code length tested. It can be seen from Figs. 2(a) and 2(b) that
the proposed ISLNew and WISLNew algorithms outperform,
respectively, ISLSong and WISLSong. The advantage is signif-
icant for the WISL evaluation, which is verified by the large gap
between the two curves in Fig. 2(b). In short, we can conclude
that our proposed ISLNew and WISLNew algorithms consis-
tently show superiority over the ISLSong and WISLSong algo-
rithms, respectively. This superiority is especially pronounced
in the case of large code length. One of the reasons for this
superiority is that better majorants are used for developing the
proposed algorithms.

Example 2: Performance evaluation versus code lengths. In
our second example, we evaluate the algorithms tested in terms
of the performance characteristics listed in the beginning of this
section. The sets of code lengths {64, 128, 512, 1024, 2048}
and {1500, 2000, 3000, 3500, 4000} are used. The latter one
represents large code lengths and is used for ISL evaluation only.
In the case of WISL evaluation, the advantages are significant
and visible even for relatively short code lengths represented by
the former set. The numbers of waveforms are set asM ∈ {1, 2}
for ISL and M = 2 for WISL evaluations.

The results of the ISL evaluation tested for the first set of rela-
tively short code lengths are shown in Table I. It can be seen that

the proposed ISLNew algorithm gives the best performance in
terms of all performance characteristics for all code lengths. The
ISLSong algorithm shows the second best performance which
is slightly worse than that of ISLNew, while the CAN algo-
rithm generally behaves the worst among the algorithms tested.
It can be observed that the algorithms tested show minor dif-
ferences in the obtained minimum and average ISL values. For
example, the biggest gap between the best and worst minimum
and average ISL values for all code lengths is 1.01 dB, and the
smallest gap is nearly 0 dB. Indeed, the algorithms tested obtain
nearly the same minimum and average ISL values (rounded off
to two digits after the decimal place) when M = 2 (and more)
waveforms are designed. This example indicates that all ISL
minimization-based algorithms show no significant advantage
over the benchmark CAN algorithm in terms of the obtained ISL
values. It is mainly because they all converge to the lower bound
of the minimum achievable ISL for each code length. The major
differences between the algorithms tested are in the consumed
time and number of conducted iterations. It can be seen from
Table I that the ISLNew algorithm always consumes the short-
est time and needs the smallest number of iterations compared
to the other algorithms. For example, it generates waveform of
code length 2048 within 109 seconds via 765 iterations, while
the CAN and ISLSong algorithms spend about 204.20 and 121
seconds and require 4009 and 792 iterations, respectively. The
ISLCui algorithm, however, costs significantly more time (7
to 10 times more than ISLNew for code lengths P = 64 and
P = 128, and hundreds of time more for P = 512) as well as
more iterations than the MaMi-based algorithms (ISLSong and
ISLNew). It verifies its slow convergence speed and high com-
putational complexity because of the necessity to update the
waveform elements in sequence and re-calculate the waveform
covariance and correlation matrices at each update. We do not
show the results for the ISLCui algorithm for code length larger
than 512 because of the high consumption of time (hours) as
well as large number of iterations (thousands).

To further verify the advantages of the proposed ISLNew
algorithm, we additionally evaluate the performance of the
ISLSong and ISLNew algorithms over the second set of large
code lengths ranging from 1500 to 4000. The results are shown
in Table II. The non-competitive CAN and ISLCui algorithms
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TABLE III
WISL PERFORMANCE COMPARISONS (INCLUDING THE MINIMUM AND AVERAGE WISL VALUES, THE CONSUMED TIME, AND THE NUMBER OF CONDUCTED

ITERATIONS) OF THE ALGORITHMS TESTED VERSUS CODE LENGTH FOR M = 2 WAVEFORMS

TABLE IV
ISL PERFORMANCE COMPARISONS (INCLUDING THE MINIMUM AND AVERAGE ISL VALUES, THE CONSUMED TIME, AND THE NUMBER OF CONDUCTED

ITERATIONS) OF THE ALGORITHMS TESTED VERSUS NUMBER OF WAVEFORMS WITH FIXED CODE LENGTH P = 64

TABLE V
WISL PERFORMANCE COMPARISONS (INCLUDING THE MINIMUM AND AVERAGE WISL VALUES, THE CONSUMED TIME, AND THE NUMBER OF CONDUCTED

ITERATIONS) OF THE ALGORITHMS TESTED VERSUS NUMBER OF WAVEFORM WITH FIXED CODE LENGTH P = 64

result in heavy time consumptions up to hours for the large
code lengths tested, and therefore, are not included in the table.
It can be seen that our proposed ISLNew algorithm outper-
forms the ISLSong algorithm in terms of the consumed time
and the number of conducted iterations for all code lengths
tested. The smallest and largest gaps on the time consumption
between the two algorithms have respectively reached 7.64 (for
P = 1500) and 70.12 seconds (for P = 4000), while the small-
est and largest gaps on the number of conducted iterations have
respectively reached 71 (forP = 1500) and 251 (forP = 2000).
For each code length tested here under the preset convergence
tolerance, the ISLSong and ISLNew algorithms show no per-
formance difference in terms of the obtained minimum and av-
erage ISL values, since both of them nearly approach the lower
bound on ISL given as P 2M(M − 1) [17]. For example for
P = 2000 and M = 2, the ISL is lower bounded by the value
of 10 log10(20002 · 2(2 − 1)) = 69.0309 dB, which is the same
as the corresponding ISL values in Table II rounded off to two
digits after the decimal place.

For the WISL evaluation, it can be seen from Table III that
the WISLNew algorithm generally outperforms the other three
algorithms for all code lengths tested, while the WeCAN al-
gorithm performs the worst. The WISLCui algorithm behaves
better than the WISLSong algorithm from the perspective of
minimum and average WISL values after convergence. How-
ever, it consumes much more time than the latter. Among all
code lengths, the smallest average WISL values obtained af-

ter convergence by the WeCAN, WISLSong, WISLCui and
WISLNew algorithms are respectively 19.53 dB, −45.94 dB,
−85.83 dB and −77.66 dB, while the largest average WISL
values are 21.46 dB, 14.52 dB, 14.61 dB and 14.19 dB (all for
P = 64), respectively. The WeCAN algorithm generally con-
sumes significantly more time, requires more iterations, and
achieves worse WISL levels than the MaMi-based algorithms.
It is manly because WeCAN algorithm does not minimize the
original WISL objective function, but instead it minimizes a sur-
rogate one, which is less accurate compared to the majorization
functions used by the MaMi-based algorithms. The advantages
of the WISLNew and WISLSong algorithms over the WeCAN
algorithm become a lot more obvious when the code length P
is larger than 64, which verifies the fact that WeCAN is suit-
able only for the WISL minimization-based waveform design
with short code length. Indeed, the WeCAN algorithm may con-
verge very slowly when the set of ISL controlling weights is not
sparse.

Focusing on the comparisons between the WISLSong,
WISLCui, and WISLNew algorithms, we can also see from
Table III that the WISLNew algorithm is superior to WISLSong,
especially when the code length P is larger than 64. The
biggest difference for the minimum WISL values obtained by
the WISLSong and WISLNew algorithms reaches 41.33 dB,
and it is 46.05 dB for the average WISL value. Moreover, the
WISLNew algorithm always consumes less time and requires
smaller number of iterations than WISLSong. This superiority
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Fig. 3. Correlation property evaluation of the designed waveforms for the WISL minimization-based designs. Here the number of waveforms is M = 2, and the
large code length is P = 4096. Correlation results with respect to time lags only within the range [−150, 150] are shown.

becomes more obvious as the code length increases. In particu-
lar, the ratio of the time consumption by WISLNew compared
to WISLSong decreases from 0.23 to 0.1, and the ratio of the
number of conducted iterations decreases from 0.51 to 0.22
as the code length increases from 128 to 2048. Therefore, the
proposed WISLNew algorithm is better suited for large-scale
waveform design problems. As for the WISLCui algorithm, it
always consumes significantly more time than the MaMi-based
algorithms. Moreover, it even consumes more time than the We-
CAN algorithm for large code lengths tested here. The resulted
time consumption becomes much higher as the code length in-
creases. In this example, about 13 minutes are consumed by the
WISLCui algorithm for code length P = 2048, while only 3%
of this time is required by the proposed WISNew algorithm.
The WISLCui algorithm requires almost the same number of
iterations as the WISLNew algorithm for code length equal or
larger than 128, but it requires around 2.5 times more iterations
for the code length P = 64. This verifies the high computa-
tional complexity of the WISLCui algorithm and especially its
sensitivity to the sparsity of ISL controlling weights. The minor
advantage of WISLCui over WISLNew can be seen only for the
average WISL values obtained for code lengths P = 1024 and
P = 2048 when ISL controlling weights are sparse. Indeed, the
WISLNew algorithm can achieve better or the same WISL lev-
els as the WISLCui algorithm, and still consume much shorter
time if the tolerance parameter is set lower.

Example 3: Performance evaluation versus number of wave-
forms. In our third example, we evaluate the performance of
the algorithms tested in terms of the same performance char-
acteristics as in the previous example versus the number of
waveforms chosen from the set {3, 4, 5, 6, 7} with fixed code
length P = 64.

For the ISL evaluation, it can be seen from the results shown
in Table IV that the proposed ISLNew algorithm maintains ad-
vantages over the other algorithms again. All algorithms obtain
nearly the same minimum and average ISL values after conver-
gence, but they differ from each other in terms of the consumed
time and number of conducted iterations. Among all scenarios,
the first one (M = 3) costs the most time and largest number
of conducted iterations for all algorithms tested. The ISLNew
algorithm consumes only 0.08 seconds and 241 iterations for
this scenario, while the ISLCui algorithm consumes the worst
time of 39.36 seconds, and the CAN needs the largest number
of iterations (more than 3500). The ISLSong algorithm behaves
slightly worse than the ISLNew but better than ISLCui and CAN
for all scenarios.

For the WISL evaluation, it can be seen from the results
shown in Table V that the proposed WISLNew algorithm again
demonstrates advantages over the other algorithms in terms of
all performance characteristics. To be explicit, the WISLNew
algorithm takes around 2 to 3 times less time and 1.2 to 1.6 times
less number of iterations compared to the WISLSong algorithm,
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and it achieves slightly lower minimum and average WISL val-
ues after convergence for all code lengths. The WISLCui takes
around two times more number of iterations than the WISLNew
algorithm, and requires around 10 to 20 times more time. The
WeCAN algorithm almost always demonstrates the worst min-
imum and average WISL values.

Example 4: Correlation level evaluation. In the last exam-
ple, we present the auto- and cross-correlations for M = 2
waveforms designed by the WISLSong and WISLNew algo-
rithms with large code length P = 4096. The corresponding
results are shown in Fig. 3 where the sub-figures show the
auto- and cross-correlations of the waveforms generated by
the two algorithms. Here the correlation levels, defined as
20 log10(rmm ′(p)), m,m′ ∈ {1, 2}; p ∈ {−4095, 4095}, are
shown in dBs. To better display the results, we only show cor-
relation levels for the time lags within the range [−150, 150].
The WISCui and WeCAN algorithms for the large code length
tested in this example require hours- or days-long time and
show no better auto- and cross-correlations. Therefore, they are
not shown in Fig. 3. Moreover, for the ISL minimization-based
waveform design algorithms tested, the differences in auto- and
cross-correlation plots are very minor. Therefore, we also omit
to show the corresponding plots for the sake of brevity.

It can be seen from Fig. 3 that the auto-correlations associated
with the time lags [−19,−1] ∪ [1, 19] and cross-correlations as-
sociated with the time lags [−19, 19] for both generated wave-
form sets are well controlled, while the waveform correlations
associated with other time lags are not explicitly controlled.
Therefore, the latter results in much higher correlation levels.
Under the condition of using the same tolerance parameter, the
correlation levels corresponding to the time lags of interest ob-
tained by the proposed WISLNew algorithm are significantly
better than those obtained by the WISLSong algorithm. The
largest gap between the obtained correlation levels by these
two algorithms reaches about 50 dB. Moreover, the proposed
WISLNew algorithm needs significantly shorter time than the
WISLSong algorithm as it has been discussed above.

V. CONCLUSION

In this paper, we have developed two (one based on ISL and
the other based on WISL minimization) new fast algorithms
for designing single or multiple unimodular waveforms/codes
with good auto- and cross-correlation or weighted correlation
properties. Since the corresponding optimization problems are
non-convex and may be large-scale, the proposed algorithms are
developed based on the MaMi framework and utilize a number of
newly found inherent algebraic structures in the objective func-
tions of the corresponding optimization problems. These prop-
erties have enabled us to reduce the computational complexity
of the algorithms to the level which is suitable for large-scale op-
timization. Moreover, the proposed algorithms also show faster
convergence speed to the preset tolerance and provide wave-
forms of better qualities than those of the existing state-of-the-
art algorithms.

APPENDIX

A. Proof of (22)

Proof: Using the definition of Ap , that is, Ap � IM ⊗ ap , it
can be seen that the matrix product ApA

H
p is block diagonal and

sparse containingM(M − 1) zero blocks of sizeP × P . Recall
that Φ in (13) is composed of the outer products of 2P vectors,
which are the vectorized versions of ApA

H
p , p = 1, . . . , 2P .

Therefore, (13) contains many column-row vector pairs that
have the same indices for corresponding columns and rows
full of zeros. These pairs obviously do not contribute to the
rank of Φ, and thus, do not affect non-zero eigenvalues of Φ,
including λmax(Φ). Hence, for finding λmax(Φ), these pairs
can be excluded. Then λmax(Φ) is the same as the maximum
eigenvalue of the shrunk version of Φ given by

Φ′ =

2P∑

p=1

vec
(
1T
M ⊗

(
apa

H
p

))(
vec
(
1T
M ⊗

(
apa

H
p

)))H
. (75)

Using the elementary properties of the vectorization operator
and Kronecker product, (75) can be simplified as

Φ′ =

2P∑

p=1

(
1M ⊗ vec

(
apa

H
p

))(
1T
M ⊗

(
vec
(
apa

H
p

))H)

=

2P∑

p=1

(
1M 1T

M

)
⊗
(
vec
(
apa

H
p

)(
vec
(
apa

H
p

))H)

=
(
1M 1T

M

)
⊗

2P∑

p=1

vec
(
apa

H
p

)(
vec
(
apa

H
p

))H

=
(
1M 1T

M

)
⊗ Φ|M=1 (76)

where Φ|M=1 is the expression of Φ forM = 1. The component
1M 1T

M in the Kronecker product of (76) is the rank-one matrix
with its largest eigenvalue equal to M . Using the property of
the Kronecker product about the eigenvalues [46] (see Theorem
4.2.12 therein), we can conclude that

λmax(Φ
′) = λmax

(
1M 1T

M

)
λmax

(
Φ|M=1

)
= 2MP 2 (77)

where the fact that λmax

(
Φ|M=1

)
= 2P 2 is proved, for exam-

ple, in [31]. Therefore, λmax(Φ) = λmax(Φ
′) = 2MP 2 . The

proof is complete. �

B. Proof of (57)

Proof: Note that Γ̄ in (52) is sparse and contains many
column-row vector pairs that have the same indices for cor-
responding columns and rows full of zeros. Following the same
logic as in Appendix A for the matrix Φ, we can conclude that

λmax(Γ̄) = λmax

(
1M 1T

M

)
λmax

(
Γ̄|M=1

)
= Mλmax

(
Γ̄|M=1

)

(78)

where Γ̄|M=1 is the expression of Γ̄ for M = 1. Insert-
ing the explicit forms of Γreal

kk ′ and Γimg
kk ′ given by (46) and

(47), respectively, for M = 1 into (52), and using some el-
ementary properties of the vectorization operator, the prop-
erty vec

(
uk ⊗ vH

k ′
)

= v∗
k ′ ⊗ uk , and also the relationship be-

tween uk and vk given after (43), the matrix Γ̄|M=1 can be
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simplified as

Γ̄|M=1 =
K∑

k=1

K∑

k ′=1

1
4 vec

(
ukv

H
k ′ + vk ′uH

k

)(
vec
(
ukv

H
k ′

+ vk ′uH
k

))H
+ 1

4

(
vec
(
ukv

H
k ′ − vk ′uH

k

))∗

×
(
vec
(
ukv

H
k ′ − vk ′uH

k

))T

=

K∑

k=1

K∑

k ′=1

(uk ⊗ vk ′)
(
uH
k ⊗ vH

k ′
)
. (79)

Note that (79) is the eigenvalue decomposition of Γ̄|M=1

which may be indefinite, and
{
(uk ⊗ vk ′)/

√
λkλk ′

}K
k,k ′=1

is

the set of K2 eigenvectors of Γ̄|M=1 . Hence, λmax

(
Γ̄|M=1

)

equals the maximum value of the product λkλk ′ . Since
λk and λk ′ , k, k′ ∈ {1, . . . ,K} are real valued, we have
max{λkλk ′ } = max

{
λ2
k

}
. Without loss of generality, we de-

note by λmax

(
Γ
)

the eigenvalue with the largest magnitude,
then λmax

(
Γ̄|M=1

)
= max

{
λ2
k

}
= λ2

max

(
Γ
)
. Inserting the lat-

ter result into (78), we have λmax

(
Γ̄
)

= Mλ2
max

(
Γ
)
. The proof

is complete. �
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ABSTRACT

A new method for designing single/multiple unimodular wave-
forms with good weighted correlation properties, which is
based on minimizing the weighted integrated sidelobe levels
of waveforms, is developed. The main contributions of the
paper lie in formulating the objective as a quartic form where
Hadamard product of matrices is involved, converting the non-
convex quartic optimization problem into a quadratic form
and then solving it by means of majorization-minimization
technique which seeks to find the solution iteratively. Corre-
sponding algorithm enables good weighted correlations of the
designed waveforms and shows fast convergence compared
with existing methods.

Index Terms— Majorization-minimization, radar, wave-
form design, weighted correlations.

1. INTRODUCTION

Waveform design [1]–[4], which is a part of research areas
such as radar signal processing [5]–[13], active sensing [14]–
[16], communications [17], etc., has been a research field of
significant interest for several decades. It plays an impor-
tant role especially in radar signal processing since excellent
waveforms can ensure good localization accuracy [5], high
resolution [9], and superior delay-Doppler ambiguity of the
potential target [18]. Besides, robust or adaptive waveform de-
sign can deal with heterogeneous clutter mitigation and active
jammer suppression [3]. One of the most important factors
that determine the quality of waveforms is the correlation prop-
erty, i.e., the auto- and cross-correlations between different
time lags of the designed waveforms. This property is of great
importance for radar since perfect correlations indicate that
the transmitted waveforms are uncorrelated to any of their
time-delayed echoes, meaning that the target at the range bin
of interest can be easily extracted after matched filtering, and
the sidelobes from other range bins are unable to attenuate it.
On the other hand, despite the rapid progress in developing
modern hardware of amplifiers, waveforms with constant mod-
ulus are still preferable compared to other counterparts due to
their constant energy at any time lag, which can reduce the
cost of hardware.

There has been an extensive literature on waveform design

for radar applications. The integrated sidelobe level (ISL),
which serves as an expression for characterizing waveform
correlation properties and evaluating accumulated sidelobes
at all non-zero time lags, is typically used. To design a sin-
gle waveform via ISL minimization, [11] has proposed to
design unimodular waveform in the frequency domain using a
cyclic procedure of iterative calculations. A substitute objec-
tive function that is minimized by cyclic algorithm has been
introduced. The methods associated with ISL and weighted
ISL (WISL) minimization therein have been named as CAN
and WeCAN, respectively. These methods have been later ex-
tended to multiple-input multiple-output radar case [12]. The
work of [19] has dealt with the same ISL minimization problem
as CAN but has addressed it via majorization-minimization
(MaMi) technique [20]–[22]. WISL minimization problem for
waveform design has been considered in [23].

In this paper, we aim at designing single or multiple wave-
forms with good weighted correlation properties. The WISL
metric is used as the designing criterion for obtaining the opti-
mal set of unimodular waveforms. We derive the objective of
the formulated WISL minimization based problem in a non-
convex quartic form, specifically, as the sum of two quartic
components where Hadamard product of matrices is highly
involved. We convert this quartic optimization problem into
a quadratic form, and solve it by means of MaMi technique
where majorized objective functions are properly selected. The
solution to the WISL minimization based design problem is
achieved efficiently in a way of iterative calculations. Corre-
sponding algorithm which enables good weighted correlations
of the designed waveforms and shows fast convergence is
proposed.

2. PROBLEM FORMULATION

Consider designing a set of M unimodular waveforms, de-
noted by the P ×M matrix Y , [y1, . . . ,yM ], whose mth
column ym , [ym(1), . . . , ym(P )]T is the mth launched
waveform of length P . Here, (·)T stands for the transpose
operation, and the elements of ym are denoted as ym(p) =
ejψm(p), p = 1, . . . , P with ψm(p) being an arbitrary phase
value ranging between −π and π. The main problem of wave-
form design lies in synthesizing Y which gives good weighted
correlation properties.

3226978-1-5090-4117-6/17/$31.00 ©2017 IEEE ICASSP 2017



The WISL of the waveform matrix Y can be expressed as

ζ =
M∑
m=1

P−1∑
p=−P+1
p6=0

γ2p |rmm(p)|2 +
M∑
m=1

M∑
m′=1
m′ 6=m

P−1∑
p=−P+1

γ2p |rmm′(p)|2

(1)

where rmm′(p) ,
∑P
k=p+1 ym(k)y∗m′(k − p) stands for the

cross-correlation level of the mth and m′th waveforms at the
pth time lag, {γp}P−1p=−P+1 are real-valued symmetric weights
used to control the sidelobe levels corresponding to different
time lags, i.e., γp = γ−p, p ∈ {1, . . . , P − 1}, and |·| and (·)∗
are modulus and conjugation operators, respectively. Zero-
valued element of γp means that the sidelobe level associated
with the pth time lag is not considered. Therefore, the prob-
lem of unimodular waveform design associated with WISL
minimization can be expressed as

min
y

ζ s.t. |ym(p)| = 1, m = 1, . . . ,M ; p = 1, . . . , P

(2)

where the constraint ensures the modularity of waveforms.

3. UNIMODULAR WAVEFORM DESIGN

After transforming (1) into frequency domain and performing
some derivations, then the WISL ζ can be expressed as [12]

ζ =
1

2P

2P∑
p=1

∥∥YH
(
(apa

H
p )� Γ

)
Y − γ0P IM

∥∥2 (3)

where ap ,
[
1, ejωp , . . . , ej(P−1)ωp

]T
, p = 1, . . . , 2P with

ωp , 2π
2P p, Γ is a P × P Toeplitz matrix constructed by

the weights {γp}P−1p=0 , � and (·)H are Hadamard product and
Hermitian operators, respectively, and IM is an M -dimension
identity matrix.

In order to solve (2) efficiently, we start by simplifying (3)
and select to rewrite it into proper quadratic form. Expanding
the square of norm in (3) yields the expression, i..e,

ζ =
1

2P

2P∑
p=1

(∥∥YH
(
(apa

H
p )� Γ

)
Y
∥∥2 + γ20MP 2

− 2γ0P tr
{
YH
(
(apa

H
p )� Γ

)
Y
})
. (4)

Note that
2P∑
p=1

tr
{
YH
(
(apa

H
p )�Γ

)
Y
}

= tr

{
YH

(
2P∑
p=1

(
apa

H
p

)
�Γ

)
Y

}
= 2P tr

{
YH(IP � Γ)Y

}
= 2γ0P‖Y‖2 = 2γ0MP 2 (5)

where the properties
∑2P
p=1 apa

H
p = 2P IP and tr

{
YHY

}
=

‖Y‖2 have been used in the derivation. Therefore, we only
need to consider the first component of the sum on the right
hand side of (4).

Let Γ =
∑K
k=1 λkqkq

H
k =

∑K
k=1 ukv

H
k be the general

eigenvalue decomposition of the weight matrix Γ which can be
non-positive semi-definite, where λk and qk, k ∈ {1, . . . ,K}
are the kth eigenvalue and eigenvector, respectively, uk ,√
λkqk is a P × 1 vector, vk equals −uk when λk is negative,

otherwise it is the same as uk, and K is the rank of Γ. After
some derivations, the first component of the sum in (4) can be
further expressed as

2P∑
p=1

∥∥YH
(
(apa

H
p )� Γ

)
Y
∥∥2 =

2P∑
p=1

K∑
k=1

K∑
k′=1

(
yH
((

ApA
H
p

)
�Γr

kk′)y)
2

+
(
yH
((

ApA
H
p

)
� Γi

kk′
)
y
)2

(6)

where Ap , IM ⊗ ap, y , vec(Y) =
[
yT
1 , . . . ,y

T
M

]T
is the MP × 1 vectorized version of Y, Γr

kk′ , IM ⊗(
ukv

H
k′ + vk′u

H
k

)
/2 and Γi

kk′ , IM ⊗ i
(
ukv

H
k′ − vk′u

H
k

)
/2.

Ignoring the constant summations for the latter two com-
ponents of the sum in (4), the waveform design problem (2)
can be rewritten as

min
y

2P∑
p=1

K∑
k=1

K∑
k′=1

(
yH
((

ApA
H
p

)
� Γr

kk′
)
y
)2

+
(
yH
((

ApA
H
p

)
� Γi

kk′
)
y
)2

(7a)

s.t. |ym(p)| = 1, m = 1, . . . ,M ; p = 1, . . . , P. (7b)

The objective function (7a) takes a quartic form with re-
spect to y, and it can be transformed to the following form

Obj =
2P∑
p=1

K∑
k=1

K∑
k′=1

tr2
{
ỸH
((

ApA
H
p

)
� Γr

kk′
)}

+ tr2
{
ỸH
((

ApA
H
p

)
� Γi

kk′
)}

= vecH
(
Ỹ
)
Φ̃vec

(
Ỹ
)

(8)

where Ỹ , yyH and Φ̃ is defined as Φ̃ , Φ̄� Γ̄ with

Φ̄ ,
2P∑
p=1

vec
(
ApA

H
p

)
vecH

(
ApA

H
p

)
(9)

Γ̄ ,
K∑
k=1

K∑
k′=1

vec
(
Γr
kk′
)
vecH

(
Γr
kk′
)

+ vec
(
Γi
kk′
)
vecH

(
Γi
kk′
)
.

(10)

Then, the problem (7) can be rewritten as

min
Ỹ

vecH
(
Ỹ
)
Φ̃vec

(
Ỹ
)

(11a)

s.t. Ỹ = yyH (11b)
|y(p′)| = 1, p′ = 1, . . . ,MP. (11c)

Before applying majorization to (11a), we present the follow-
ing result to be used later.

Given a set of N -dimension arbitrary complex vectors
{dk}Kk=1 and an N × N arbitrary Hermitian matrix H, the
following generalized inequality

∑K
k=1

(
dkd

H
k

)
� H �

λmax(H)D holds, where D , diag
{∑K

k=1|dk(1)|2, . . . ,
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∑K
k=1|dk(N)|2

}
and λmax(·) denotes the largest eigenvalue

of a matrix. The result that xHQx is majorized by the function
xHGx + 2<

(
xH(Q −G)x0

)
+ xH

0 (G −Q)x0 at x0 when
G � Q is also used in the following. They can be found in
the associate full-size journal paper [24].

It can be shown that λmax

(
Γ̄
)

is a constant value, and
the value of diagonal elements of the first component within
the Hadamard product in Φ̄ is either zero or 2P . Therefore,
we can select G , λΦ̃IM2P 2

(
hereλΦ̃ , 2Pλmax

(
Γ̄
))

to
satisfy the generalized inequality G � Φ̃. Using the above-
mentioned majorization results, the objective function (11a)
can be majorized as

g̃1
(
Ỹ,Ỹ(k)

)
=λΦ̃vecH

(
Ỹ
)
vec
(
Ỹ
)

+ 2<
{
vecH

(
Ỹ
)(

Φ̃− λΦ̃IM2P 2

)
vec
(
Ỹ(k)

)}
+ vecH

(
Ỹ(k)

)(
λΦ̃IM2P 2− Φ̃

)
vec
(
Ỹ(k)

)
(12)

where Ỹ(k) , y(k)
(
y(k)

)H
. Note that vecH

(
Ỹ
)
vec
(
Ỹ
)

=

‖y‖4 = M2P 2. Hence, both summations for the first and
third components in (12) are immaterial for optimization. The
problem (11) can therefore be rewritten as

min
Ỹ

vecH
(
Ỹ
)(

Φ̃− λΦ̃IM2P 2

)
vec
(
Ỹ(k)

)
s.t. Ỹ = yyH

|y(p′)| = 1, p′ = 1, . . . ,MP. (13)

Using the explicit expression of Φ̃, the properties vec
(
Ỹ
)

=(
yT⊗IMP

)H
y and vec

(
ApA

H
p

)
=
(
AT
p ⊗IMP

)H
vec
(
Ap

)
,

and performing some manipulations between Hadamard and
Kronecker products, the objective of (13) can be derived as

vecH
(
Ỹ
)(

Φ̃− λΦ̃IM2P 2

)
vec
(
Ỹ(k)

)
= yH

(
2P∑
p=1

(
ãpã

H
p

)
�∆(k)

p − λΦ̃y(k)(y(k))H

)
y (14)

where ãp , 1M ⊗ ap and ∆(k)
p is an MP × MP matrix

whose (i, j)th element is expressed as[
∆(k)
p

]
i,j

= γ̄T
i,j

((
y(k) � ã∗p

)
⊗
(
(y(k))∗ � ãp

))
(15)

with the M2P 2 × 1 vector γ̄i,j defined as

γ̄i,j ,
[[

Γ̄
]
i,j
,
[
Γ̄
]
i,j+MP

, . . . ,
[
Γ̄
]
i,j+(MP−1)MP

,

. . . ,
[
Γ̄
]
i+(MP−1)MP,j+(MP−1)MP

]T
. (16)

Therefore, the optimization problem (14) can be rewritten as

min
y

yH

(
2P∑
p=1

(
ãpã

H
p

)
�∆(k)

p − λΦ̃y(k)(y(k))H

)
y

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP. (17)

Applying the majorization result (see the last paragraph on the
previous page) to the component

(
(ãpãp)

H) �∆(k)
p in (17),

we obtain that
(
(ãpãp)

H)�∆(k)
p � λmax(∆(k)

p )IMP . Thus
by selecting G ,

∑2P
p=1 λmax(∆(k)

p )IMP , the objective of
(17) can be majorized as

g̃2
(
y,y(k)

)
=

2P∑
p=1

λmax

(
∆(k)
p

)
yHy + 2<

{
yH

(
2P∑
p=1

(ãpã
H
p )�∆(k)

p

− λΦ̃y(k)(y(k))H −
2P∑
p=1

λmax

(
∆(k)
p

)
IMP

)
y(k)

}

+ (y(k))H

(
2P∑
p=1

λmax

(
∆(k)
p

)
IMP + λΦ̃y(k)(y(k))H

−
2P∑
p=1

(ãpã
H
p ) �∆(k)

p

)
y(k) (18)

where the summations for the first and third components of the
sum in (18) do not need to be considered for optimization since
they are constant. Therefore, (17) can be finally simplified into
the following optimization problem

min
y

yHz(k)

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP (19)

where the MP × 1 vector z(k) is defined as

z(k) ,

(
2P∑
p=1

λmax

(
∆(k)
p

)
+MPλΦ̃

)
y(k)

−
2P∑
p=1

((
ãpã

H
p

)
�∆(k)

p

)
y(k). (20)

Due to the constant modulus property of y, (19) is equivalent
to the following optimization problem

min
y

‖y − z(k)‖
s.t. |y(p′)| = 1, p′ = 1, . . . ,MP (21)

which leads to the following closed-form solution

y
(
p′
)

= ejarg
(
z(k)(p′)

)
, p′ = 1, . . . ,MP. (22)

Stacking y into a P×M matrix, we obtain the final waveform
matrix Y. Based on the above derivations, we propose an
original algorithm concluded in Algorithm 1 for solving (2).
Note that the matrix ∆(k)

p can be efficiently obtained in each
iteration, for example, if needed, parallel computation can be
used. We refer interested reader to the literature for accelerated
schemes, for example, the SQUAREM scheme [25] used in
[19], which can speed up the proposed Algorithm 1 as well.

4. SIMULATION RESULTS

We compare the performance of our proposed waveform de-
sign algorithm with that of the WeCAN algorithm (see [12])
and the method in [23] (named as WISLSong) accelerated by
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Algorithm 1 WISL minimization via MaMi

1: k ← 0, y← unimodular sequence with random phases.
2: repeat
3: procedure WISLMAMI

(
y(k)

)
4: Calculate {∆(k)

p }2Pp=1 using (15).
5: Calculate z(k) using (20).

6: y(k+1)(p) = ejarg(z(k)(p′)), p′ = 1, . . . ,MP.

7: k ← k + 1

8: end procedure
9: until convergence

the SQUAREM scheme. We generate unimodular sequences
with random phases as the initialization for each design, and
the same initialized sequence is used for comparison. The
SQUAREM scheme is also used to accelerate the proposed
Algorithm 1. We select the absolute WISL difference between
the current and previous iterations normalized to the initial
WISL as the stopping criterion, and the tolerance is set to be
10−8. All simulations for the tested methods are conducted
using the same hardware and software platforms.

In the first example, we evaluate the convergence prop-
erties (running time versus code length) and the correlation
properties (WISL versus time lags) of waveforms generated
by the three designs tested for a single-waveform scenario,
i.e., M = 1. The code length P is set from 20 to 100 with
stepsize 10, and the controlling ISL weights are γ0 = 1,
γp = 0.1991, p ∈ {−9, . . . ,−1} ∪ {1, . . . , 9}, while the
others are zeros (Γ is positive semi-definite as required by
WeCAN). The results are averaged over 50 trials. It can be
seen that our proposed design significantly outperforms the
WeCAN design in convergence speed with respect to the con-
sumed time and shows as better convergence property (within
1.3 seconds for all tested code length) as the method in [23]
with SQUAREM acceleration (see Fig. 1(a)). Indeed, the We-
CAN algorithm converges more slowly when the set of weights
is not significantly sparse, while our algorithm is not sensitive
to sparsity. Moreover, our proposed algorithm always achieves
much lower WISL when it reaches the stopping tolerance (see
Fig. 1(b)). This is mainly because our proposed design deals
with the true objective of the corresponding WISL minimiza-
tion problem, while the WeCAN design deals with a surrogate
of it. For a fixed code length, the largest gaps between the
achieved WISL by our proposed algorithm and the other two
designs have reached about 40 dB and 55 dB, respectively.

In the second example, we present the correlations ofM =
2 waveforms obtained by the three tested methods with code
length of 32 for a multiple-waveform scenario. The controlling
ISL weights are γ0 = 1, γp = 0.311, p ∈ {−5, . . . ,−1} ∪
{1, . . . , 5}, while the others are zeros. The four sub figures in
Fig. 2 stand for the auto- and cross-correlations of the two sets
of waveforms generated by the methods tested. It can be seen
that the auto-correlations associated with time lags [−5,−1]∪
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Fig. 2. Evaluation of correlation properties.

[1, 5] and cross-correlations associated with time lags [−5, 5]
for the three generated sets of waveforms are controlled, while
waveform correlations associated with other time lags are not
controlled, and therefore, show much higher correlation levels.
Under the condition of the same convergence tolerance, the
correlation levels corresponding to the time lags of interest
by the proposed waveform design are better than those by the
other two methods. The largest gaps between the obtained
correlations by the proposed method and the other two have
reached about 15 dB and 20 dB, respectively, and the WeCAN
method shows the worst weighted correlations.

5. CONCLUSION

We have developed an efficient algorithm for designing sin-
gle or multiple unimodular waveforms with good weighted
correlations. WISL metric has been employed as the criterion
for designing waveforms, and the waveform design has been
formulated as a non-convex quartic problem where Hadamard
product of matrices is involved. This quartic optimization
problem has been converted into a quadratic form and then
solved by means of MaMi technique where majorized objec-
tive functions are properly selected. The proposed algorithm
has shown better weighted correlations of designed waveforms
and faster convergence as compared to its counterparts.
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Abstract—We develop a new efficient method for designing
unimodular waveforms with good auto- and cross-correlation
properties for multiple-input multiple-output (MIMO) radar. Our
waveform design scheme is conducted based on minimization of
the integrated sidelobe level of designed waveforms, which is
formulated as a quartic non-convex optimization problem. We
start from simplifying the quartic optimization problem and then
transform it into a quadratic form. By means of the majorization-
minimization technique that seeks to find the solution of a
corresponding quadratic optimization problem, we resolve the
design of waveforms for MIMO radar. Corresponding algorithms
that enable good correlations of the designed waveforms and
meanwhile show faster convergence as compared to their coun-
terparts are proposed and then tested.

I. INTRODUCTION

Waveform design has become a research field of significant
interest in multiple-input multiple-output (MIMO) radar since
the emergence of MIMO radar concept [1]–[5]. The application
of waveform design plays an important role in MIMO radar
(also in single-input single-output radar) signal processing
because high-quality waveform can guarantee good localization
accuracy [6], high resolution [7], and improved delay-Doppler
ambiguity of the potential target [8]. Moreover, in harsh
environment such as in the presence of heterogeneous clutter
and active jamming, robust or adaptive waveform designs are
capable of suppressing them [9]. One of the most important
factors that determine the quality of designed waveforms is
the correlation property, i.e., the auto- and cross-correlations
between different time lags of the waveforms. Perfect or low
waveform correlations mean that the waveforms launched from
radar platform are uncorrelated to any non-zero time-delayed
version of themselves, which ensures that the target at the range
bin of interest can be easily extracted after matched filtering,
and the sidelobes from other range bins have almost no effect on
its attenuation. Despite the application of correlated waveforms
in MIMO radar [8], [10], [11], uncorrelated waveforms are
still the most preferable and they can be easily converted to
correlated ones by weighting on them. On the other hand,
unimodular waveforms are still preferable compared to other
counterparts due to their constant energy at any time lag, which
significantly reduces the cost of hardware.

There has been an extensive literature on waveform design
for radar applications [12]–[19]. The integrated sidelobe

level (ISL), which characterizes the correlation properties of
waveforms and evaluates the accumulated sidelobes at all
non-zero time lags, is the most commonly used metric. To
design waveforms via ISL minimization, the work of [13]
has proposed to produce unimodular waveforms in frequency
domain using a cyclic procedure of iterative calculations. The
methods associated with ISL and weighted ISL minimization
therein were named CAN and WeCAN, respectively. These
methods were later extended to MIMO radar case based on the
same idea of using cyclic procedure of iterative calculations
[5]. The work of [18] dealt with the same ISL minimization
problem as CAN for designing a single waveform but solved
it via majorization-minimization (MaMi) technique [20]. This
technique has previously been used in [17] where the design
of multiple waveforms were implemented from information-
theoretic perspective. The recent work of [19] has extended
[18] to the case of multiple waveforms.

In this paper, we develop an efficient method for designing
a set of unimodular waveforms with good auto- and cross-
correlation properties, which can be applied to MIMO radar. We
conduct the waveform design based on ISL minimization of the
waveforms. Using proper modeling and some transformations,
we formulate the ISL minimization based design as a quartic
non-convex optimization problem. We show how to simplify
the quartic optimization problem and then transform it into
a quadratic form. By means of the MaMi technique which
majorizes the objective function of the quadratic optimization
problem and seeks to find the corresponding solution via itera-
tive calculations, we resolve the formulated waveform design
for MIMO radar. Corresponding algorithms that enable good
correlations of the designed waveforms and meanwhile show
faster convergence as compared to the existing counterparts
are proposed and tested in terms of simulations.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Consider a MIMO radar equipped with M transmit antenna
elements from which a set of M unimodular waveforms,
denoted by the P ×M matrix Y , [y1, . . . ,yM ], is launched
within a pulse duration. Here ym, m ∈ {1, . . . ,M} stands for
the P × 1 emitted waveform vector associated with the mth
antenna and P is the code length of each waveform. Let the
pth (p ∈ {1, . . . , P}) element of ym that is associated with the
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pth sub-pulse be ym(p) = ejψm(p) where ψm(p) is an arbitrary
phase value ranging between −π and π. The main issue of
the waveform design for MIMO radar lies in synthesizing
sequences {ym(p)}M,P

m=1,p=1 which have good auto- and cross-
correlation properties.

The ISL of the waveforms {ym(p)}M,P
m=1,p=1 is expressed as

ζ =
M∑

m=1

P−1∑

p=−P+1
p6=0

|rmm(p)|2 +
M∑

m=1

M∑

m′=1
m′ 6=m

P−1∑

p=−P+1

|rmm′(p)|2 (1)

where rmm′(p) ,
∑P
k=p+1 ym(k)y∗m′(k − p), m,m′ ∈ {1,

. . . ,M}; p ∈ {1, . . . , P − 1} stands for the cross-correlation
level of the mth and m′th waveforms at the pth time lag, and
|·| and (·)∗ are modulus and conjugation operators, respectively.
Note that the first component of the sum on the right hand side
of (1) stands for the ISL associated with auto-correlations and
the latter represents the ISL associated with cross-correlations.

Using matrix expressions, the ISL ζ in (1) can be rewritten
into the following compact form

ζ =
P−1∑

p=−P+1

‖Rp − P IMδp‖2 (2)

where the M × M waveform correlation matrix Rp, p ∈
{−P + 1, . . . , 0, . . . , P − 1} is constructed as

Rp ,




r11(p) r12(p) . . . r1M (p)
r21(p) r22(p) . . . r1M (p)

...
...

. . .
...

rM1(p) . . . . . . rMM (p)


 (3)

δp is the Kronecker delta function whose value is 1 only when
p = 0 while otherwise it is 0, IM is the M × M identity
matrix, and ‖·‖ stands for the Frobenius norm of a matrix.

Transforming (2) into frequency domain and performing
some derivations, the ISL can be expressed as [5]

ζ =
1

2P

2P∑

p=1

∥∥˜̃y(ωp)˜̃y
H
(ωp)− P IM

∥∥2 (4)

where ωp , 2π
2P p and ˜̃y(ωp) ,

∑P
n=1 ỹne

−jωpn with ỹn
constructed by the nth row of the waveform matrix Y which
is explicitly expressed as ỹn , [y1(n), . . . , yM (n)]T. Here
(·)T and (·)H are transpose and conjugate transpose operators,
respectively.

Expanding the squared norm in (4), the ISL can be expressed
in the following form

ζ =
1

2P

2P∑

p=1

(∥∥˜̃y(ωp)
∥∥4 − 2P

∥∥˜̃y(ωp)
∥∥2 + P 2M

)
(5)

which can be further rewritten as the following compact form

ζ =
1

2P

2P∑

p=1

((
yHApA

H
p y
)2

−2P
(
yHApA

H
p y
)
+ P 2M

)
(6)

where y , vec(Y) =
[
yT
1 , . . . ,y

T
M

]T
is the MP × 1

vectorized version of the waveform matrix Y, Ap , IM ⊗ ap
is an MP ×M matrix with ap ,

[
1, ejωp , . . . , ej(P−1)ωp

]T
,

and vec(·) and ⊗ are respectively vectorization and Kronecker
product operators. Note that the results ˜̃y(ωp) = AH

p y and

‖˜̃y(ωp)‖2 = ˜̃y
H
(ωp)˜̃y(ωp) have been used to obtain (6) from

(5).
We can finally express the waveform design problem

associated with ISL minimization as

min
y

ζ s.t. |y(p′)| = 1, p′ = 1, . . . ,MP. (7)

III. WAVEFORM DESIGN VIA MAMI

In order to solve (7) efficiently, we start by simplifying (6).
To begin, we note that the following train of equalities

2P∑

p=1

(
yHApA

H
p y
)
= yH

2P∑

p=1

(
ApA

H
p

)
y

= ‖y‖2 = 2MP 2 (8)

holds because of the property
∑2P
p=1

(
ApA

H
p

)
= 2P IMP .

Therefore, the latter two components of the sum in (6) are
immaterial for optimization. After ignoring them in (6), the
corresponding optimization problem can be rewritten as

min
y

2P∑

p=1

(
yHApA

H
p y
)2

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP. (9)

The objective function in (9) takes a quartic form with respect
to y, and it can be transformed to the following form

2P∑

p=1

(
yHApA

H
p y
)2

=
2P∑

p=1

tr2
{
ỸHApA

H
p

}

=
2P∑

p=1

vecH
(
Ỹ
)
vec
(
ApA

H
p

)
vecH

(
ApA

H
p

)
vec
(
Ỹ
)

, vecH
(
Ỹ
)
Φvec

(
Ỹ
)

(10)

where Ỹ , yyH is an MP × MP rank-1 matrix, Φ ,∑2P
p=1 vec

(
Ap AH

p

)
vecH

(
ApA

H
p

)
is an M2P 2 ×M2P 2 ma-

trix, and tr{·} stands for the matrix trace. The properties
yHApA

H
p y = tr

{
ỸHApA

H
p

}
= vecH

(
Ỹ
)
vec
(
ApA

H
p

)
have

been used in the derivations of (10). Therefore, the optimization
problem (9) can be further rewritten as

min
Ỹ

vecH
(
Ỹ
)
Φvec

(
Ỹ
)

(11a)

s.t. Ỹ = yyH (11b)
|y(p′)| = 1, p′ = 1, . . . ,MP. (11c)

Before applying majorization to the objective function (11a),
we present the following result to be used later [18].

The quadratic function xHQx is majorized by the function
xHGx+2<

(
xH(Q−G)x0

)
+xH

0 (G−Q)x0 at x0 when the
generalized inequality G � Q is satisfied. Here G and Q are
Hermitian positive semidefinite matrices.
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It can be shown that the largest eigenvalue of Φ, denoted
by λmax(Φ), equals 2MP 2. We omit the proof because of the
space limitation. Therefore, we can select G , λmax(Φ)IM2P 2

to guarantee the generalized inequality G � Φ. Using the
above-mentioned majorization result, the objective function
(11a) can be majorized as

g1
(
Ỹ, Ỹ(k)

)
= λmax(Φ)vecH

(
Ỹ
)
vec
(
Ỹ
)

+ 2<
{
vecH

(
Ỹ
)
(Φ− λmax(Φ)IM2P 2)vec

(
Ỹ(k)

)}

+ vecH
(
Ỹ(k)

)
(λmax(Φ)IM2P 2 −Φ)vec

(
Ỹ(k)

)
(12)

where the matrix Ỹ(k) , y(k)
(
y(k)

)H
is obtained at the kth

iteration and <{·} denotes the real part of a complex value.
Note that vecH(Ỹ)vec(Ỹ) = ‖y‖4 =M2P 2. Hence, both the
first and third components of the sum in (12) are constant
terms which are immaterial for optimization. The problem (11)
can be therefore rewritten as

min
Ỹ

vecH
(
Ỹ
)(

Φ− λmax(Φ)IM2P 2

)
vec
(
Ỹ(k)

)
(13a)

s.t. Ỹ = yyH (13b)
|y(p′)| = 1, p′ = 1, . . . ,MP. (13c)

Using the properties vec(Ỹ) = vec
(
yyH

)
= (yT⊗IMP )

Hy

and vec
(
ApA

H
p

)
=
(
AT
p ⊗ IMP

)H
vec
(
Ap

)
, and also substi-

tuting the explicit expressions of Φ and λmax(Φ), the objective
function (13a) can be further transformed as

vecH
(
Ỹ
)(

Φ− λmax(Φ)IM2P 2

)
vec
(
Ỹ(k)

)

=

2P∑

p=1

(
yH(yT ⊗ IMP )

(
AT
p ⊗ IMP

)H
vec
(
Ap

)
vecH

(
Ap

)

×
(
AT
p ⊗ IMP

)(
(y(k))T ⊗ IMP

)H
y(k)

)

− 2MP 2yH
(
yT ⊗ IMP

)(
(y(k))T ⊗ IMP

)H
y(k)

=
2P∑

p=1

yH
(
(yTA∗p)⊗ IMP

)
vec
(
Ap

)
vecH

(
Ap

)((
AT
p (y

(k))∗
)

⊗ IMP

)
y(k) − 2MP 2yH

(
yT(y(k))∗

)
y(k) (14)

=
2P∑

p=1

yHAp

(
(y(k))HApA

H
p y(k)

)
AH
p y

− 2MP 2yH
(
y(k)(y(k))H

)
y (15)

where the mixed product property of Kronecker product and
the property

(
(yTA∗p)⊗ IMP

)
vec
(
Ap

)
= ApA

H
p y are used

to derive (14) and (15), respectively.
Stacking Ap, p = 1, . . . , 2P into a new MP ×2MP matrix

A, i.e., A , [A1, . . . ,A2P ], (15) can be further rewritten in
the following compact form

2P∑

p=1

yHAp

(
(y(k))HApA

H
p y(k)

)
AH
p y

− 2MP 2yH
(
y(k)(y(k))H

)
y

= yH
(
AΛ(k)AH − 2MP 2y(k)(y(k))H

)
y (16)

where the 2MP × 2MP diagonal matrix Λ(k) is expressed as

Λ(k) , diag
{∥∥aH

1 Ỹ(k)
∥∥21T

M , . . . ,
∥∥aH

2P Ỹ(k)
∥∥21T

M

}
(17)

with 1M denoting a vector whose M elements are all ones.
Therefore, the optimization problem (13) can be rewritten as

min
y

yH
(
AΛ(k)AH − 2MP 2y(k)(y(k))H

)
y (18a)

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP. (18b)

Applying the previous majorization result to the first com-
ponent of the quadratic objective function (18a) and selecting
G , µ

(k)
maxAAH with µ

(k)
max , max{‖aH

1 Ỹ(k)‖21T
M , . . . ,

‖aH
2P Ỹ(k)‖21T

M}, we guarantee that G � AΛ(k)AH. There-
fore, the objective function (18a) is majorized as

g2
(
y,y(k)

)

= µ(k)
maxy

HAAHy + 2<
{
yH
(
A(Λ(k) − µ(k)

maxI2MP )A
H

− 2MP 2y(k)(y(k))H
)
y(k)

}
+ (y(k))H

(
2MP 2y(k)

× (y(k))H −A(Λ(k) − µ(k)
maxI2MP )A

H
)
y(k). (19)

Note that AAH =
∑2P
p=1 ApA

H
p = 2P IMP and yHy =

(y(k))Hy(k) = ‖y‖2 = MP . Hence the first and third
components of the sum in (19) are immaterial for optimization.
The optimization problem (18) can be finally simplified as

min
y

yHz(k)

s.t. |y(p′)| = 1, p′ = 1, . . . ,MP. (20)

where z(k) , −AΛ(k)AHy(k) +2µ
(k)
maxPy(k) +2M2P 3y(k).

Due to the constant modulus property of y, (20) is equivalent
to the following optimization problem

min
Y

∥∥Y − Z(k)
∥∥2

s.t. |[Y]m,p| = 1, m = 1, . . . ,M ; p = 1, . . . , P (21)

where

Z(k) , −AΛ(k)AHY(k) + 2µ(k)
maxPY(k) + 2M2P 3Y(k)

(22)

with the waveform matrix Y(k) achieved at the kth iteration
and [·]m,p standing for the (m, p)th element of a matrix. The
solution of (21) can be found in the following closed form

[Y]m,p = e
jarg

(
[Z(k)]

m,p

)

, m = 1, . . . ,M ; p = 1, . . . , P.
(23)

Note that (21) and (22) are written into matrix forms which
facilitate our proposed algorithm in the following. Based on the
above derivations, we propose an original algorithm for the ISL
minimization problem (7) via MaMi technique summarized in
Algorithm 1. To speed up the convergence of this algorithm, we
can resort to accelerated schemes. For example, the schemes in
[18] which lead to efficient accelerated methods can be used.
Here we summarize also our algorithm accelerated by fix-point
scheme in Algorithms 2. We refer interested readers to [18]
for the proof of convergence.
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Algorithm 1 ISL minimization via MaMi

1: k ← 0, Y ← P ×M unimodular sequence matrix with
random phases.

2: repeat
3: procedure ISLMAMI

(
Y(k)

)

4: µ
(k)
max = max

{∥∥aH
p Ỹ(k)

∥∥2}2P
p=1

5:
Z(k) = −AΛ(k)AHY(k) + 2µ(k)

maxPY(k)

+ 2M2P 3Y(k)

6:

[
Y(k+1)

]
m,p

= e
jarg

(
[Z(k)]

m,p

)

, m = 1, . . . ,M ;

p = 1, . . . , P.

7: k ← k + 1

8: end procedure
9: until convergence

IV. SIMULATION RESULTS

In our simulations, we compare the performance of our
proposed waveform design algorithm with that of CAN (see
[5]) and the method in [19] (named as CANSong), and also
present correlation properties of the waveforms generated
by them. We generate unimodular sequences with random
phases as the initialization for each tested design, and the
same initialized sequence is used when conducting comparison.
The basic method of our work, i.e., Algorithm 1, and that
of [19] (see Algorithm 3 therein) converge more slowly than
the corresponding accelerated algorithms while giving similar
minimized ISL performance. Therefore, we use the fix-point
accelerated scheme. Two stopping criteria are employed in the
conducted comparisons. One is the absolute ISL difference
between the current and previous iterations normalized to the
initial ISL, whose threshold is set to be 10−8. The other is
the norm of the difference between the waveform matrices
obtained at the current and previous iterations, whose threshold
is set to be 10−3. All simulations for the tested methods are
conducted based on the same hardware and software platforms,
and are averaged by running 50 independent trials.

In the first example, we evaluate the convergence properties
(i.e., running time versus code length) of the three tested
waveform designs using the first (ISL based) stopping criterion.
The number of designed waveforms is M = 4, and the code
length P is varying from 20 to 200 with step size 20. Fig. 1
shows the performance comparison of the three waveform
design. It can be seen from Fig. 1(a) that our proposed design
and the design of [19] always outperform the CAN design in
convergence rate in terms of the consumed time. It costs our
proposed waveform design nearly the same running time as the
design of [19] to obtain optimized waveforms when the code
length is relatively smaller (i.e., from 20 to 80). However, our
proposed design behaves increasingly better than the method
of [19] when larger code length is selected, and indeed this
superiority becomes obvious when both the code length and the
number of waveforms are significantly large. Fig. 1(b) shows
the corresponding achieved ISL of the three tested waveform

Algorithm 2 ISL minimization via accelerated MaMi

1: k ← 0, Y ← P ×M unimodular sequence matrix with
random phases.

2: repeat
3: procedure ISLAFMAMI

(
Y(k)

)

4: Ŷ = ISLMaMi
(
Y(k)

)

5:
ˆ̂Y = ISLMaMi

(
Ŷ
)

6: ∆̂ = ŷ − y(k); ˆ̂∆ = ˆ̂Y + Y(k) − 2Ŷ

7: β = −‖∆̂‖/‖ ˆ̂∆‖
8: Z(k) = Y(k) − 2β∆̂ + β2 ˆ̂∆

9:

[
Ȳ(k)

]
m,p

= e
jarg

(
[Z(k)]

m,p

)

, m = 1, . . . ,M ;

p = 1, . . . , P.

10: while ISL
(
Ȳ(k)

)
> ISL

(
Y(k)

)
do

11: β ← (β − 1)/2

12: Z(k) = Y(k) − 2β∆̂ + β2 ˆ̂∆

13:
[Ȳ(k)]m,p = e

jarg
(
[Z(k)]

m,p

)

, m = 1, . . . ,M ;

p = 1, . . . , P.

14: end while
15: Y(k+1) = Ȳ(k)

16: k ← k + 1

17: end procedure
18: until convergence

designs. It can be seen from Fig. 1(b) that the three designs
nearly achieve the same ISL, where the results are shown with
overlapping graphic shapes. Indeed, the ISLs achieved by our
proposed design and that of [19] are better than that achieved
by the CAN algorithm, however, the difference is quite small
(less than 10−4 dB).

In the second example, we evaluate the convergence prop-
erties of the three tested designs using the second (waveform
based) stopping criterion. The number of waveforms is M = 2,
and the code length P is varying from 10 to 100 with step
size 10. Fig. 2 shows the performance comparisons of the
three waveform designs. Similar to Fig. 1, it can be seen from
Fig. 2(a) that both our proposed design and the design of [19]
outperform the CAN design in convergence rate with respect
to the consumed time, and again our proposed design behaves
increasingly better than that of [19] for larger code lengths. It
can also be seen from Fig. 2(b) that the obtained ISL of the
three tested designs are again quite close to each other, and the
corresponding difference is smaller. Compared to the previous
results, we remark that using the waveform based stopping
criterion to obtain a desired ISL for all these waveform designs
is generally faster than the case using the ISL based criterion.

In the third example, we present the correlation properties
of waveforms optimized by the three tested designs using the
ISL based stopping criterion. The corresponding waveform
design parameters are M = 2 and P = 256. The normalized
auto- and cross-correlations of the two designed waveforms are
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Fig. 1. Performance evaluation using the first stopping criterion.
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Fig. 2. Performance evaluation using the second stopping criterion.

shown in the sub figures of Fig. 3. It can be seen from Fig. 3
that the auto- and cross-correlations for the three tested designs
are close to each other, which coincides with the ISL results
in the previous two examples. The worst sidelobe level for
the auto-correlation is about −23 dB, while the worst sidelobe
level for the cross-correlations is around −20 dB.

V. CONCLUSION

An efficient method for designing multiple unimodular
waveforms with good correlation properties that can be used
for MIMO radar has been developed. We have employed ISL
minimization of the waveforms as the designing criterion, and
have formulated the ISL minimization based design as a quartic
optimization problem. This quartic optimization problem has
been converted into a quadratic form and then solved by
means of MaMi technique. We have properly selected the
majorized function for the objective function of the quadratic
optimization problem, which is used by MaMi in order to
find the corresponding solution. The proposed algorithms have
shown good correlations of the designed waveforms and faster
convergence as compared to its counterparts.
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ABSTRACT
A novel computationally efficient method for jointly design-
ing the space-(slow) time (SST) transmission with unimodular
waveforms and receive adaptive filter is developed for different
radar configurations. The range sidelobe effect and Doppler
characteristics are considered. In particular, we develop a
novel approach for jointly synthesizing unimodular SST wave-
forms and minimum variance distortionless response adaptive
receive filter for two cases of known Doppler information and
presence of uncertainties on clutter bins. The corresponding
non-convex optimization problems are formulated and an effi-
cient algorithm for addressing them is derived. The main ideas
of the algorithm are to decouple composite objective function
of the problems, generate a minorizing surrogate, and then
solve the joint design problems iteratively, but in closed-form
for each iteration, by means of minorization-maximization
technique. The proposed algorithm demonstrates excellent
performance and has fast convergence and low complexity.

Index Terms— Adaptive filter, joint waveform design,
minorization-maximization, space-(slow) time, radar.

1. INTRODUCTION

Waveform design has been the research field of significant
interest over several decades [1]–[4]. Many past works focus
on designing fast-time waveform(s) to achieve various desir-
able properties [5]–[9]. These works improve the waveform
quality when the receiver is fixed as the matched filter. How-
ever, in harsh environments involving heterogeneous clutter
with Doppler uncertainties and/or active jamming, the receiver
should be flexibly adaptive, and therefore, joint transmission
and receive filter design (JTRFD) becomes necessary.

Recent works on JTRFD [10]–[16] can be divided into
two categories. The first category concentrates on designing
fast-time waveform transmission and receive filter with partic-
ular constraints on waveform characteristics, which essentially
trade off the signal-to-noise ratio (SNR) for signal-to-clutter-
plus-noise ratio (SCNR) [10]–[12]. The methods therein nor-
mally do not consider Doppler information processing. On
the other hand, the methods in the second category focuses
on synthesizing slow-time waveforms (for inter-pulse coding)
at transmission while jointly enforcing the receive adaptive

The research was supported in part by the Academy of Finland grant
No. 299243.

filter [13]–[16]. As a result, they have the potential of coping
with Doppler related issues, such as uncertainty, and therefore,
can offer enhanced resolution, superior detection, etc. The
latter newly emerged trend motivates us to further investigate
the joint design with considerations on the range sidelobe
effect of fast-time waveforms [17], and the multi-input multi-
output (MIMO) waveform diversity with difficult constraints
[18], [19]. It also motivates us to use space-time adaptive
processing (STAP) technique [20], [21], so that the signal-
to-interference-plus-noise ratio (SINR) performance could be
improved through multi-dimension adaptive filter.

In this paper, we address the joint space-(slow) time (SST)
transmission and receive adaptive filter design problem. We
present a generic signal model suitable for different radar
configurations while considering the intra-pulse compression
(or range sidelobe) effect and Doppler characteristics. The
SST waveforms are designed to have unit modulus by max-
imizing the output SINR, with which a minimum variance
distortionless response (MVDR) STAP filter is associated. We
devise an efficient approach based on simple iterative proce-
dures, and find closed-form solutions to the sub-problems via
minimization-majorization [22]. Our strategy is to minorize
the composite objective function by properly designing sur-
rogates defined in terms of quadratic form. Both cases of
known Doppler information and uncertainties on clutter bins
are studied. The solution to the latter case serves as a generic
form for the former. Corresponding computationally efficient
algorithms with good performance are proposed.
Notations: We use bold upper case, bold lower case, and
italic letter to respectively denote matrices, column vectors,
and scalars, except 1M defining a length-M vector of all ones.
Notations (·)T, (·)H, ⊗, �, D(·), vec(·), E{·}, |·| and ‖·‖
are the transpose, conjugate transpose, Kronecker product,
Hadamard product, diagonalization, column-wise vectoriza-
tion, expectation, modulus, and Euclidean norm operators,
respectively.

2. PROBLEM FORMULATION

Consider an airborne colocated MIMO radar equipped with
M transmit and N receive elements. At each transmit element,
a burst of L pulses encoded by an independent slow-time
waveform, denoted by φm , [φm,1, . . . , φm,L]

T ∈ CL×1
for the mth element, is launched within one radar coherent
processing interval (CPI). An independent fast-time waveform



of length P , denoted by sm ∈ CP×1 for the mth antenna, is
repeatedly used for all intra-pulse modulations. We denote
the SST and space-(fast) time (SFT) waveform matrices for
transmission as Φ , [φ1, . . . ,φM ]

T ∈ CM×L and S ,
[s1, . . . , sM ]

T ∈ CM×P , respectively, and define R
(p)
S ,

SJpS
H ∈ CM×M as the waveform covariance matrix (for

pulse compression) at time lag p ( 0 ≤ p ≤ P − 1 ), with Jp
being the pth lower shift matrix of size P × P whose entries
are ones on the pth off-diagonal (p = 0 for the main diagonal)
and zeros elsewhere.

At the receive end, after intra-pulse compression, i.e.,
matched filtering to S at time lag p (p = 0 for the target),
and stacking the data into a vector, the received target vector
yt ∈ CMNL×1 with a normalized Doppler frequency ft for
the target located at θt can be expressed as

yt = αtaR(θt)⊗D(d(ft))⊗
((

R
(0)
S

)T
D(aT(θt))

)
φ (1)

where αt, aT(θt), aR(θt), and d(ft) are the complex reflec-
tion coefficient, the transmit, receive, and Doppler steering
vectors all for the target, respectively, and φ , vec(Φ) is the
vectorized version of Φ of length ML.

The observed clutter is a superposition of echoes from
different uncorrelated scatters. Assuming that Nr ( Nr ≤ L
) range rings interfere with the range-azimuth bin of interest
where the target locates, and each ring consists of Nc discrete
azimuth bins, the received clutter vector yc ∈ CMNL×1 can
be expressed as

yc =

Nr−1∑

i′=0

Nc∑

i=1

ξii′aR(θii′)⊗ (Ji′D(d(fii′)))

⊗
((

R
(p)
S

)T
D(aT(θii′))

)
φ (2)

where θii′ , fii′ , and ξii′ are respectively the azimuth angle, nor-
malized Doppler frequency, and complex reflection coefficient
with zero mean, for the (i′, i)th range-azimuth bin.

The overall vector y of observations can be expressed as
y = yt + yc + yj+n (3)

where yj+n ∈ CMNL×1 is the jamming plus noise vec-
tor which is assumed to be independent of the target and
clutter components, and its covariance matrix is Rj+n ,
E
{
yj+nyH

j+n

}
. To simplify the notations, yt can be further

expressed as yt = αtTtφ, and yc as

yc =

Nr−1∑

i′=0

Nc∑

i=1

ξii′T
(p)
ii′ φ =

Nr−1∑

i′=0

Nc∑

i=1

ξii′T̃
(p)
ii′

(
(d̃(fii′)� φ

)

(4)
where d̃(fii′) , d(fii′) ⊗ 1M , Tt , aR(θt) ⊗D(d(ft)) ⊗((

R
(0)
S

)T
D(aT(θt))

)
, T

(p)
ii′ , aR(θii′) ⊗ (Ji′D(d(fii′))) ⊗((

R
(p)
S

)T
D(aT(θii′))

)
, and T̃

(p)
ii′ , aR(θii′)⊗Ji′⊗

((
R

(p)
S

)T
D(aT(θii′))

)
.

Using (4), the clutter covariance matrix Rc , E
{
ycy

H
c

}

for the case of known Doppler on clutter bins (i.e., fii′ is fixed),
denoted in this case as RI

c, can be expressed as

RI
c =

Nr−1∑

i′=0

Nc∑

i=1

σ2
ii′T

(p)
ii′ φφ

H
(
T

(p)
ii′
)H

(5)

with σ2
ii′ , E{|ξii′ |2}. When fii′ is unknown, but rather

distributed with a known probability density function (PDF) in
the uncertainty interval [f̄ii′ − εii′/2, f̄ii′ + εii′/2] with mean
f̄ii′ and bounding parameter εii′ , the clutter covariance matrix
Rc, denoted in this case as RII

c , can be expressed as

RII
c =

Nr−1∑

i′=0

Nc∑

i=1

σ2
ii′T̃

(p)
ii′
(
φφH

)
�
(
Υii′ ⊗ 1M1T

M

)(
T̃

(p)
ii′
)H

(6)
where we used (4), and Υii′ ∈ CL×L is a Hermitian matrix
determined by the PDF of fii′ (see [13] for the example of
uniform distribution).

Finally, the received data vector y goes through the STAP
filter with the weight vector w ∈ CMNL×1. The output SINR
at the filter can then be expressed as

ζ =
|αt|2 · |wHTtφ|2

wH(Rc + Rj+n)w
. (7)

The problem considered here is the joint design of SST
waveform(s) and receive adaptive filter under the constraint
that the waveform(s) have constant modulus. The design ob-
jective is to maximize SINR in (7). Under the condition that
the SFT waveform matrix S is known, the above joint design
problem can be written as the following optimization problem

max
φ,w

ζ

s.t. |φ(n)| = 1, n = 1, . . . ,ML (8)
where the constraints ensure the constant modulus property.

3. JOINT SST WAVEFORM AND ADAPTIVE
RECEIVER DESIGN

Using (7), for given φ, the solution of the optimization prob-
lem (8) with respect to w can be easily found, and it obeys the
MVDR expression

wopt(φ) =
(Rc + Rj+n)

−1
Ttφ

φHTH
t (Rc + Rj+n)

−1
Ttφ

. (9)

Inserting (9) into (7), the SINR metric ζ can be rewritten as
ζ = |αt|2 · φHTH

t (Rc + Rj+n)
−1

Ttφ. (10)
Therefore, the optimization problem (8) with respect to φ only
and for given w can be written as

max
φ

φHTH
t (Rc + Rj+n)

−1
Ttφ

s.t. |φ(n)| = 1, n = 1, . . . ,ML. (11)
The objective in (11) is a composite function of φ and Rc ∈{
RI

c, RII
c

}
, where Rc is also a function of φ. Before pro-

ceeding with solving (11), we present the following result.

Lemma 1. The objective in (11) is minorized by

g1
(
φ,φ(k)

)
=
(
φ(k)

)H
Ψ
(
φ(k)

)
φ(k) + 2<

{(
φ(k)

)H

×
(
Ψ
(
φ(k)

))H(
φ− φ(k)

)}
−
(
φ(k)

)H
TH

t

(
Ω
(
φ(k)

))H

×
(
Rc(φ)−Rc

(
φ(k)

))
Ω
(
φ(k)

)
Ttφ

(k) (12)



where φ(k) is the SST waveform vector obtained at iteration
k, and Ω

(
φ(k)

)
∈ CMNL×MNL and Ψ

(
φ(k)

)
∈ CNL×NL

are both functions of φ, defined as Ω
(
φ(k)

)
,
(
Rc

(
φ(k)

)
+

Rj+n

)−1
and Ψ

(
φ(k)

)
, TH

t Ω
(
φ(k)

)
Tt.

Proof. Using Taylor’s theorem and considering the first order
expansion of the objective in (11), it can be straightforwardly
(but after some derivations that we omit due to space limitation)
proved that (12) minorizes the objective in (11).

Let us consider first the case when Rc is given by (5), i.e.,
Rc = RI

c. Using Lemma 1 and inserting (5) into (12), after
some derivations, we can rewrite the minorizing function as

gI1
(
φ,φ(k)

)
=
(
φ(k)

)H
ΨI
(
φ(k)

)
φ(k) + 2<

{(
φ(k)

)H

×
(
ΨI
(
φ(k)

))H(
φ− φ(k)

)}
− φHEI

c

(
φ(k)

)
φ +

(
φ(k)

)H

×EI
c

(
φ(k)

)
φ(k) (13)

where ΩI
(
φ(k)

)
,
(
RI

c(φ
(k)) + Rj+n

)−1
, ΨI

(
φ(k)

)
,

TH
t ΩI

(
φ(k)

)
Tt, and

EI
c(φ

(k)) ,
Nr−1∑

i′=0

Nc∑

i=1

σ2
ii′
(
T

(p)
ii′
)H

ΩI
(
φ(k)

)

×Ttφ
(k)
(
φ(k)

)H
TH

t

(
ΩI
(
φ(k)

))H
T

(p)
ii′ . (14)

Note that the third (negative) term in (13) is a quadratic form
with respect to φ, to which we can apply a proper minorization
function once more.

Before proceeding with further minorization of (13), we
present the following lemma.

Lemma 2. The quadratic function f(φ) = −φHEI
c(φ

(k))φ
is minorized by the following function

g̃
(
φ,φ(k)

)
= − 1

2φ
HG(k)φ−

(
φ(k)

)H( 1
2G(k) −EI

c(φ
(k))
)

× φ(k) − 2<
{
φH
(
EI

c(φ
(k))− 1

2G(k)
)
φ(k)

}
(15)

if G(k) � EI
c(φ

(k)) is satisfied.

Proof. The result is equivalent to majorization of −f(φ), and
it is proved in this form in [23].

Applying Lemma 2 to (13), after some derivations, the
minorization function gI1

(
φ,φ(k)

)
can be rewritten as

gI2
(
φ,φ(k)

)
= − 1

2φ
HG(k)φ− 2<

{
φH
(
EI

c(φ
(k))− 1

2G(k)

−ΨI
(
φ(k)

))
φ(k)

}
+
(
φ(k)

)H(
2EI

c

(
φ(k)

)
−ΨI

(
φ(k)

)

− 1
2G(k)

)
φ(k). (16)

Choosing G(k) = λ(k)IML, where λ(k) is a properly se-
lected magnitude (e.g. , the largest eigenvalue of EI

c(φ
(k)))

such that G(k) � EI
c(φ

(k)). It is straightforward to see that the
first and third terms in (16) are constant, and therefore, imma-
terial for optimization. Ignoring these terms, the minorization
problem for (11) can be written as

max
φ

−<
{
φH
(
EI

c(φ
(k))− 1

2G(k) −ΨI
(
φ(k)

))
φ(k)

}

s.t. |φ(n)| = 1, n = 1, . . . ,ML. (17)

Using the constraint that φ has to have constant modulus
and defining τ

(k)
I ,

(
EI

c(φ
(k)) − 1

2G(k) −ΨI
(
φ(k)

))
φ(k),

problem (17) can be equivalently written as

min
φ

∥∥φ− τ
(k)
I

∥∥ s.t. |φ(n)| = 1, n = 1, . . . ,ML (18)

which can be solved in closed-form as

φ(n) = exp
{
j · arg

(
τ
(k)
I (n)

)}
, n = 1, . . . ,ML. (19)

For the case when Rc = RII
c , i.e., Rc is given by (6),

the additional difficulty is that we need to deal with the

Hadamard product. Let Υii′ =
∑K(ii′)

k=1 λ
(ii′)
k q

(ii′)
k

(
q
(ii′)
k

)H

=
∑Kii′
k=1 u

(ii′)
k

(
u
(ii′)
k

)H
be the eigen decomposition of the

matrix Υii′ in (6), with K(ii′) being the rank of Υii′ , λ
(ii′)
k

(real-valued) and q
(ii′)
k being the kth eigenvalue and eigenvec-

tor, respectively, and u
(ii′)
k ,

(
λ
(ii′)
k

)1/2
q
(ii′)
k ∈ CL×1. Then

RII
c can be expressed as

RII
c =

Nr−1∑

i′=0

Nc∑

i=1

Kii′∑

k=1

σ2
ii′T̃

(p)
ii′ D

(ii′)
k φφH

(
D

(ii′)
k

)H(
T̃

(p)
ii′
)H

(20)

where D
(ii′)
k , D

(
u
(ii′)
k ⊗ 1M

)
∈ CML×ML is diagonal.

Applying the same minorization strategies as in the previ-
ous case, we obtain the corresponding minorization functions,
denoted here by gII1

(
φ,φ(k)

)
and gII2

(
φ,φ(k)

)
, by replacing

matrices ΩI
(
φ(k)

)
, ΨI

(
φ(k)

)
, and EI

c(φ
(k)) in (13) and (16)

with ΩII
(
φ(k)

)
,
(
RII

c (φ(k)) + Rj+n

)−1
, ΨII

(
φ(k)

)
,

TH
t ΩII

(
φ(k)

)
Tt, and

EII
c (φ(k)) ,

Nr−1∑

i′=0

Nc∑

i=1

Kii′∑

k=1

σ2
ii′
(
D

(ii′)
k

)H(
T

(p)
ii′
)H

ΩII
(
φ(k)

)

×Ttφ
(k)
(
φ(k)

)H
TH

t

(
ΩII
(
φ(k)

))H
T

(p)
ii′ D

(ii′)
k . (21)

Then the minorization problem for (11) can be written as

max
φ

−<
{
φH
(
EII

c (φ(k))− 1
2G(k) −ΨII

(
φ(k)

))
φ(k)

}

s.t. |φ(n)| = 1, n = 1, . . . ,ML (22)

and solved in closed-form as

φ(n) = exp
{
j · arg

(
τ
(k)
II (n)

)}
, n = 1, . . . ,ML (23)

where τ
(k)
II ,

(
EII

c (φ(k)) − 1
2G(k) − ΨII

(
φ(k)

))
φ(k) and

G(k) is chosen as in the routine used in the previous case.
Note that the solution (23) boils down to solution (19), if
u
(ii′)
k = d(fii′) and K(ii′) = 1, ∀i, i′.

Finally, the algorithm for joint SST waveform and receive
filter design is summarized in Algorithm 1. It can be ac-
celerated using, for example, the squared iterative method
(SQUAREM) of [24], the backtracking line search method
(BLSM) [25], etc. We omit the corresponding convergence
analyses for our proposed algorithm with accelerations here
because of space limitation.



Algorithm 1 Joint Design Algorithm

1: Initialization: φ(0); mod ∈ {I, II}
2: repeat procedure with respect to φ(k)

3: Calculate Ωmod
(
φ(k)

)
, Ψmod

(
φ(k)

)
, Emod

c

(
φ(k)

)

4: Construct G(k) via Emod
c

(
φ(k)

)

5: τ
(k)
mod ,

(
Emod

c (φ(k))− 1
2G(k)−Ψmod

(
φ(k)

))
φ(k)

6: φ(n) = exp
{
j · arg

(
τ
(k)
mod(n)

)}
, n = 1, . . . ,ML

7: k ← k + 1
8: until convergence
9: Calculate wopt, and φopt = φ(k+1)

4. SIMULATION RESULTS

We evaluate the performance of the proposed algorithm for
both modes. The radar platform is set to have M = 4 transmit
and N = 3 receive antenna elements half-wavelength spaced
between each other, with moving velocity of 125 m/s. The
carrier wavelength is 0.25 m, and L = 20 pulses are emitted in
one CPI with pulse repetition frequency of 500 Hz. The target
is located at θt = 10◦ with Doppler ft = 0.13, and the SNR
is set to 10 dB. Three acceleration schemes: i) SQUAREM
[24]; ii) BLSM [25]; and iii) combination of i) and ii) are used.
We choose the absolute SINR difference between the current
and previous iterations normalized by SNR as the stopping
criterion, and set the tolerance to 10−8. Unimodular sequences
with random phases are used as the initialization.

We first consider the scenario of homogeneous environ-
ment where Nr = 10 range rings interfere with the range-
azimuth bin of interest, with each separated into Nc = 181
azimuth bins. The Doppler information of clutter bins is known
(determined by their relative radial velocities), and the clutter-
to-noise ratio (CNR) for each bin is set to 40 dB. Mode I
of Algorithm 1 is exploited. It can be seen from Fig. 1 that
our proposed algorithm shows good SINR behaviour in terms
of the convergence speed. Both the original algorithm and
its accelerations i), ii), and iii) demonstrate sharp SINR im-
provements for few iterations, starting from an initial SINR of
4.74 dB. The corresponding improvements after the first 25 it-
erations have reached 3.27 dB, 3.77 dB, 4.17 dB, and 4.48 dB
(with completion rates 72%, 82%, 91%, and 98% compared
to the maximum achievable SINR), respectively. Among the
results shown, the smallest number (around 45) of consumed
iterations after convergence to tolerance is achieved by accel-
eration iii), while the others (original and accelerations i) and
ii)) consume about 510, 225, 85 iterations, respectively.

We then consider the scenario with discrete heterogeneous
environment with Doppler uncertainties on clutter bins. The
corresponding parameters are: Nr = 10,Nc = 3, CNR=50 dB
(for each discrete bin). The spatial directions of the three
clutter sources at each ring are randomly distributed within
the sectors [−50◦,−30◦], [−20◦, 10◦], and [25◦, 35◦], respec-
tively. The Doppler uncertainty parameters are: f̄ii′ = 0,
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Fig. 1. SINR v.s. iterations: Example 1, cut at 270th iteration.
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Fig. 2. SINR v.s. iterations: Example 2, cut at 220th iteration.

εii′ = 0.35, ∀i, i′ ∈ {1, 2, 3}2, and Υii′ is determined by
the PDF of uniform distribution (see [13]). Fig. 2 shows the
corresponding SINR performance versus number of iterations
consumed. It can be seen that the obtained SINRs for this
scenario verify the effectiveness of our proposed algorithm.
With the aid of accelerations, the obtained SINR levels are
significantly improved after consuming around 10 iterations
(above 8 dB), and the number of iterations has been reduced
at most to about 70 (by acceleration III).

5. CONCLUSION

We have developed a novel approach for jointly synthesiz-
ing unimodular SST waveforms and MVDR-type STAP re-
ceive filter with considerations on the range sidelobe effect and
Doppler characteristics. Two cases of known Doppler and pres-
ence of uncertainties on clutter bins have been considered. We
have formulated the corresponding non-convex optimization
problems and developed an efficient algorithm for addressing
them by manipulating the composite objective of the problems
and generating a minorizing surrogate containing a higher or-
der quadratic term. Then the resulting minorized problems
can be solved in closed-form via minorization-maximization
technique. The proposed algorithm has low complexity, fast
convergence, and it has demonstrated excellent performance
throughout our simulations.
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