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1. Introduction

1.1 Background and Motivation

The evolution of wireless networks has positioned massive Multiple-Input
Multiple-Output (MIMO) as a pivotal technology for both fifth-generation (5G)
and forthcoming beyond 5G networks. Massive MIMO is characterized by the
deployment of a significantly large number of antennas at the base station (BS)
within a cell to serve multiple users concurrently. This concept offers significant
benefits, including increased spectral efficiency (SE) and energy efficiency, as
well as enhanced system capacity [1–5] with low computational cost [1, 6, 7].
The architecture has been shown to harness the spatial domain to its maximum
potential, effectively multiplying the capacity of a wireless link.

Moving beyond the conventional cell-based system, Cell-Free massive Multiple-
Input Multiple-Output (CFmMIMO) presents a promising advancement. Con-
trary to the traditional cellular approach, where each user is associated with
a specific BS or cell, in CFmMIMO, all the antennas distributed across a large
geographical area simultaneously serve all the users. This provides superior
benefits, such as improved performance for cell-edge users and circumvents
handover issues of cellular systems [8]. The essence of the cell-free paradigm
lies in the coherent processing of signals from all antennas, which can provide
uniform coverage throughout the network area, leading to a more efficient and
reliable wireless communication system [8–13].

Massive MIMO and CFmMIMO systems, while being innovative and promising
technologies, face a host of challenges, especially concerning resource allocation.
Addressing resource allocation issues is crucial for the successful deployment
and performance of these systems. Key among these challenges are the pilot
and power allocation algorithms, both of which have a significant bearing on the
system performance of massive MIMO. The substantial increase in the number
of antennas in massive MIMO systems necessitates a corresponding escalation
in pilot overhead for reliable channel estimation. However, the feasibility of
this increase is constrained by the coherence bandwidth and coherence time,
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leading to a finite amount of available resources (transmit symbols) for pilot
transmission. This limit on pilot overhead demands a meticulous and strategic
allocation to optimize system efficiency. Furthermore, power allocation presents
another critical resource allocation challenge. The difficulty lies in optimally
distributing power across multiple channels to minimize inter-user interference
while concurrently ensuring that each user receives sufficient power for reliable
communication. Power allocation is especially extremely challenging in the DL
of a CFmMIMO due to the centralized nature of its architecture.

This thesis aims to address the aforementioned challenges by focusing on the
optimization of resource allocation in massive MIMO and CFmMIMO systems,
with particular emphasis on pilot and power allocation. The motivation behind
this research focus stems from the critical impact these aspects have on the over-
all performance of wireless communication systems. Efficient allocation of pilot
sequences is vital to accurate channel estimation and system throughput, while
robust power control schemes are necessary to minimize inter-user interference
and ensure reliable communication for all users.

1.2 Objectives of the Research

The core objectives guiding this research endeavor can be succinctly stated as
follows:

• Initiate a detailed study on the impact of pilot overhead and the accuracy
of channel estimation on the SE in massive MIMO systems. A key aim is to
develop closed-form expressions for uplink (UL) and downlink (DL) SEs of mas-
sive MIMO systems with imperfect channel information. These expressions
are expected to provide significant insights, thereby aiding in the creation of
strategies for efficient pilot resource allocation.

• Conduct a comprehensive investigation of the DL power control issue preva-
lent in CFmMIMO systems. The goal is to propose an effective solution,
underpinned by deep learning techniques, to address this innate challenge,
hence improving the overall performance of the system.

1.3 Contributions of the Thesis

This thesis furnishes significant advancements in understanding and addressing
key challenges in massive MIMO and CFmMIMO systems, as detailed in the
following research publications:

• In Publication I, we delve into the theoretical aspects of the UL SE for a user in
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a massive MIMO system, establishing an analytical lower bound, particularly
under conditions when the channel vector and covariance matrices are not
known or readily available. The derived bounds are expressed as a function
of pilot overhead, providing a clear quantification of the number of samples
needed for covariance estimation to meet specific SE targets. The comparison
between the analytical bounds and simulated outcomes confirms the reliability
of the lower bound.

• Publication II presents our derivation of analytical expressions encapsulating
both the UL and DL SEs of a massive MIMO system with imperfect Chan-
nel State Information (CSI). These are explicitly formulated as functions of
pilot overhead, while the massive MIMO system employs Linear Minimum
Mean Square Error (LMMSE) and element-wise LMMSE channel estima-
tion methodologies. The analysis highlights how pilot overhead affects the
accuracy of covariance matrix estimation, thereby impacting the overall SE
performance. A detailed theoretical discussion quantifies the SE behavior as a
function of pilot overhead, capturing the trade-off between additional pilots
and the improvement in channel estimation quality.

• In Publication III, we introduce a novel solution to the prevalent DL power
control problem in CFmMIMO systems. Here we design a new Attention Neu-
ral Network (ANN) that harnesses the capabilities of the Masked Multi Head
Attention Network (MMHAN) module, which is a building block of the popular
transformers [14]. The model’s robustness is proven through comprehensive
numerical simulations and an analysis of computational complexity is given.
The proposed network efficiently addresses pilot contamination by incorpo-
rating pilot allocation information in its design, and significantly reduces the
computational cost compared to traditional optimization-based methods.

• In a significant step forward, Publication IV refines and extends the approach
introduced in Publication III by developing a Pilot Contamination-Aware
Power Control (PAPC) transformer neural network for DL power control in
CFmMIMO systems. This work introduces crucial architectural enhancements,
such as additional pre-processing and post-processing stages, and an improved
objective function, resulting in enhanced performance. While PAPC retains the
core principles of the ANN, these modifications not only improve performance
but also enhance scalability and adaptability in CFmMIMO networks. By
integrating pilot allocation information, PAPC effectively reduces the nega-
tive impact of pilot contamination, improving the quality of power control
in large-scale systems. Additionally, PAPC’s ability to dynamically adapt to
varying numbers of users without retraining demonstrates its flexibility to
varying number of users. The PAPC model effectively handles pilot contami-
nation and demonstrates a significant reduction in computational complexity
compared to traditional methods. Through extensive simulations, this study
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showcases the PAPC’s ability to match the performance of state-of-the-art al-
gorithms, emphasizing its robustness and effectiveness in complex CFmMIMO
environments.

1.4 Structure of the Thesis

Chapter 2 offers a comprehensive overview of massive MIMO technology, pre-
senting its fundamental concepts and inherent challenges. It also introduces
CFmMIMO systems, highlighting their distinctive advantages over traditional
cell-based systems.

Chapter 3 delves into the implications of pilot overhead and the accuracy of
channel estimation on the SE in massive MIMO systems. Drawing upon the
insights from Publications I and II, this chapter conducts an extensive analysis
of pilot resource allocation.

Chapter 4 presents an advanced approach to DL power control in CFmMIMO
systems using PAPC. This chapter addresses the complexities of power control,
including the non-convex nature of the problem and the inefficiencies of tradi-
tional iterative methods. It begins with describing an unsupervised learning
framework where the neural network optimizes power allocation without the
need for extensive labeled data. Initially, an ANN is introduced, leveraging
MMHAN modules, as detailed in Publication III. Building on this foundation,
the chapter introduces PAPC developed in Publication IV, which retains the core
principles of the ANN but incorporates significant architectural enhancements,
resulting in improved performance, and a reduction in computational complexity,
as demonstrated by extensive simulations.

Chapter 5 serves as the culmination of the thesis, summarizing the key find-
ings and contributions, and proposing directions for future research within the
domain of massive MIMO and CFmMIMO resource allocation.
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2. Massive MIMO and Cell-Free Massive
MIMO Systems

2.1 Introduction

In the ever-evolving landscape of wireless communication, MIMO has emerged
as a crucial cornerstone technology. This transformative technology, especially
in its ‘massive’ variant, holds the potential to redefine the frontiers of capacity,
energy efficiency, and robustness. Massive MIMO, often considered synonymous
with large-scale antenna systems, involves BSs equipped with a large number of
antennas that simultaneously serve multiple users on the same time-frequency
resources. Therefore, this is a multi-user MIMO setup, often referred to as
multi-user massive MIMO or MU-massive-MIMO. The spatial multiplexing
capabilities due to the abundance of antennas at the BS has the potential to
increase the system capacity by orders of magnitude, thus enabling a paradigm
shift in network design. Furthermore, by virtue of its design, massive MIMO
can enhance the system’s robustness against several disruptive factors, such as
interference and fading [1–5,15].

As an extension of massive MIMO technology, CFmMIMO has started to take
form, introducing a notable evolution in the field of wireless communication.
This technology spreads the multitude of antennas in massive MIMO systems
across a large geographical spread, rather than confining them to discrete
BSs. This design approach substantially enhances the robustness of the system
against disruptions from shadowing and fading effects, while improving the user
experience due to reduced inter-user interference. Its potential for providing
uniformly good coverage to all users makes CFmMIMO an attractive prospect
for beyond 5G wireless networks [8,16,17].

Successful implementation of massive MIMO and CFmMIMO systems involves
overcoming several challenges. The benefits of massive MIMO systems are
predominantly subject to the availability of perfect CSI at the BS and the
user. However, the limited availability of time-frequency resources leads to
issues like pilot contamination and inaccurate CSI information. In CFmMIMO,
challenges such as power control and pilot assignment, due to their centralized
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nature, become more pronounced [17–19]. Downlink power control algorithm is
particularly challenging in CFmMIMO systems.

These challenges, while significant, provide ample research opportunities.
This chapter sets the stage by outlining the system models for both technologies,
highlighting the challenges faced in pilot resource allocation for massive MIMO
and power control in CFmMIMO. The details of how our published works address
these challenges will be explored in subsequent chapters.

While this thesis focuses on pilot overhead and its impact on the performance of
massive MIMO systems, power control in massive MIMO is not addressed. This
is because, although power control is important, it presents fewer challenges
in massive MIMO compared to CFmMIMO, where the centralized coordination
across distributed antennas makes power control more complex. As a result, the
thesis prioritizes the investigation of pilot-related challenges in massive MIMO,
while addressing power control in the context of CFmMIMO.

2.2 Massive MIMO Systems

2.2.1 System Description

We consider a multi-cell, multi-user massive MIMO system, hear after simply
referred to as massive MIMO. This system is characterized by L distinct cells,
each having a BS equipped with M antennas serving K single-antenna users.
The number of antennas M at each BS is significantly larger than the number
of users K , facilitating spatial multiplexing, where all the users use the same
time-frequency resources for communication.

The system employs a time-varying and frequency-selective block-fading chan-
nel model. The model assumes invariance over a coherence bandwidth, Bc,
and a coherence time, Tc, creating a coherence block with τc = BcTc symbols.
Here, the coherence bandwidth and time represent, respectively, the range of
frequencies and the duration for which the channel’s response is considered flat.

The BS performs essential operations like receive combining in the UL and
transmit precoding in the DL. The receive combining module coherently com-
bines signals from a given user to different receiver antennas thereby enhances
the Signal-to-Noise Ratio (SNR) and minimizes inter-user interference. On the
other hand, transmit precoding pre-adjusts signals from different antennas to
superimpose constructively at the target user’s location, boosting signal qual-
ity and mitigating multi-user interference in the downlink. The computational
burden of these complex operations is delegated to the BS due to its superior com-
putational capabilities and resources, allowing user devices to be less complex
and more power-efficient.
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2.2.2 TDD for Massive MIMO

Accurate CSI is necessary for the implementation of receive combining and
transmit precoding. As, the number of antennas M grows, the number of pi-
lot symbols needed for DL channel estimation increases, leading to increased
overhead and complexity. This situation is problematic, given that these pilot
symbols consume valuable resources which could be otherwise used for data
transmission. The available transmission resources for the pilot are constrained
by the coherence time and bandwidth. Furthermore, DL CSI acquisition pro-
cess induces a heavier computational load on user devices and demands more
resources for CSI feedback in the uplink.

Time division duplexing (TDD) is often chosen to navigate this complex sce-
nario due to its inherent property of channel reciprocity in the UL and DL. In a
TDD system, the same frequency band is used for both UL and DL transmissions
but at different times. Consequently, the DL channel can be estimated from the
UL channel, alleviating the overhead associated with DL channel estimation
and the CSI feedback in UL. A crucial advantage of this approach is that both
the uplink pilot sequence length and the CSI feedback overhead scale only with
the number of users within a cell, and not with the number of BS antennas. This
guarantees that the channel estimation overhead remains manageable, even as
the number of BS antennas increases, ensuring system scalability.

To leverage the reciprocity property, the TDD system divides the time within a
coherence block into distinct periods for UL and DL transmissions. At the start
of each coherence block, users transmit their pilot signals in the UL. Following
this, the users transmit their data in the UL. The BSs utilize the UL pilots to
determine the UL channel, which is then used to decode the UL data via the
receive combining process. During the subsequent DL transmission phase, the
BSs perform precoded DL data transmission using the estimated UL channel,
thanks to channel reciprocity.

2.2.3 System Model

The UL channel between the user (l,k) (the kth user in the l th cell) and the BS
in the jth cell (BS j) is represented as h jlk ∈CM . This channel follows a complex
normal distribution C N (0,R jlk), with R jlk being the spatial covariance matrix
that encapsulates the statistical properties of the channel. Here, 0 stands for
that the mean of all the elements of the channel being zero.

As elaborated in Subsection 2.2.2, accurate channel estimation is vital for
implementing receive combining and transmit precoding. In TDD mode, the
users transmit UL pilots to perform channel estimation. Consequently, massive
MIMO dedicates a set of P (≥ K) symbols to UL pilots for channel estimation
in each coherence block. Suppose the pilot sequence pk ∈CP is used by the kth

user of all L cells for channel estimation. For a different user q, we assume that
the pilot sequence pq is mutually orthogonal to pk, and unit power is allocated
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to all the users, i.e., pH
k pq = Pδkq. Further, we assume that the same P pilots

are reused in each cell. UL transmit power is denoted by µ.
Assuming perfect synchronization in pilot transmissions across all cells, the

signal received at BS j during pilot transmissions in the nth coherence block,
denoted as Y(p)

j [n], can be expressed as:

Y(p)
j [n]=

L∑︂

l=1

K∑︂

k=1

⎷
µh jlkp⊺

k +N(p)
j [n]. (2.1)

In this equation, N(p)
j [n] ∈CM×P represents the noise during the pilot transmis-

sion. The noise elements are mutually independent and follow the distribution
C N (0,1). The superscript (p) indicates that the signals are related to the pilot
transmission phase.

Subsequently, the UL data that is transmitted by user (l,k) in the same
coherence block n is denoted as xlk[n] ∈CCu . Here, Cu is the number of symbols
allocated for UL data transmission in each coherence block. This data is assumed
to be a complex Gaussian vector with zero mean and identity covariance matrix,
expressed as xlk[n]∼C N (0,I).

The signal received at BS j, denoted as Y j[n] ∈CM×Cu , consists of superposition
of all received signals from all the users in the nth coherence block, perturbed
by AWGN noise N j[n] ∈CM×Cu . The noise elements are mutually independent
and follow the unit normal distribution. The signal Y j[n] can be represented as:

Y j[n]=
L∑︂

l=1

K∑︂

k=1

⎷
µh jlkx⊺

lk[n]+N j[n]. (2.2)

In contrast with (2.1), the superscript (p) is skipped in the above equation,
indicating that these signals correspond to the data transmission phase.

During the DL communication, the base BS l conveys payload data, denoted
as dlk[n] ∈CCd , to its associated user (l,k), where Cd is the number of symbols
allocated for DL data transmission in each coherence block. This data, which
follows a complex normal distribution C N (0,I), is transmitted via a precoding
vector blk ∈CM . The precoding vector is normalized to ensure that the average
transmitted power, represented by λ, remains constant, that is, E{∥blk∥2}= 1.

The signal received z ju[n] ∈ CCd at user ( j,u) is distorted by AWGN noise
e ∈ CCd , assumed to be complex Gaussian noise with zero mean and identity
covariance matrix, i.e., C N (0,I). This can be formulated as below.

z ju[n]=
L∑︂

l=1

K∑︂

k=1

⎷
λ(hH

l jublk)dlk[n]+e ju[n].

2.2.4 Pilot Contamination

The time-varying and frequency-selective nature of wireless channels imposes
limitations on the available pilot resources, which are bounded by Bc and Tc.
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Allocating more pilot resources increases overhead and reduces SE, while using
fewer pilot resources can result in pilot contamination. Pilot contamination
leads to issues such as inaccurate channel estimation and improper design
of transmit precoders and receive combiners, resulting in degraded system
performance [1, 20, 21]. This presents a trade-off between increasing pilot
resources, which reduces SE due to overhead, and using fewer pilots, which
increases pilot contamination. In Chapter 3, this trade-off is further explored
with a focus on the overhead related to covariance estimation, supported by
simulation results.

Pilot contamination, a fundamental challenge in massive MIMO, occurs when
the pilot sequences assigned to different users are non-orthogonal, leading to
inter-user interference. Within the same cell, pilot contamination is prevented
through orthogonal pilot allocation, leveraging the assumption that P ≥ K .
However, due to the limited availability of pilot resources, pilot reuse across
users in different cells becomes unavoidable. In the following subsections, we
review the widely adopted LMMSE channel estimation technique, a robust
method in the presence of inter-cell interference caused by the pilot reuse.

2.2.5 Channel Estimation

The LMMSE channel estimation technique aims to estimate the channels by
utilizing the LS channel estimate and considering the covariance matrices of the
target user’s and interfering users’ channels. Let the LS channel estimate of user
( j,u) at BS j in the nth coherence block be ĥLS

j ju[n]. It is obtained by minimizing
the Euclidean distance between the received signal during pilot transmission,
Y(p)

j [n], and the estimated signal ⎷µgp⊺
u, where g is the parameter vector for

optimization. Solving this simple linear optimization problem, the LS channel
estimate can be derived to obtain the following expression.

ĥLS
j ju[n]= 1

P⎷
µ

Y(p)
j [n]p∗

u =h j ju +
∑︂

l ̸= j

h jlu +
1

P⎷
µ

N(p)
j [n]p∗

u. (2.3)

Then, as shown in [22], the corresponding LMMSE estimate ĥLMMSE
j ju [n] is

given by:

ĥLMMSE
j ju [n]=R j juQ−1

ju ĥLS
j ju[n]. (2.4)

Here, the matrix Q ju is given by E{ĥLS
j ju[n](ĥLS

j ju[n])H} and can be expressed as
Q ju = ∑︁L

l=1 Rl ju + 1
PµI.

2.2.6 Spectral Efficiency Analysis for Uplink and Downlink

This subsection focuses on the exploration of SE within the massive MIMO
architecture. The study utilizes a linear receive combiner and a linear transmit
precoder for UL and DL communications, respectively.
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In the context of UL, the linear receive combiner for user ( j,u) at BS j is
represented as v ju ∈CM . By assuming LMMSE channel estimation, the tightest
lower bound for UL channel capacity of user ( j,u) within a massive MIMO
system is given by [7]:

SE(ul)
ju =

(︃
1− P

Cu

)︃
E log2

(︂
1+γ(ul)

ju

)︂
, [bits/s/Hz]. (2.5)

The pre-log factor in this equation accounts for pilot overhead, and the instanta-
neous Signal-to-Interference-plus-Noise Ratio (SINR), γ(ul)

ju , is expressed as:

γ(ul)
ju =

|vH
juĥ j ju|2

vH
ju

⎛
⎜⎝

L∑︁
l=1

K∑︁
k=1

(l,k)̸=( j,u)

ĥ jlkĥH
jlk +Zul

j

⎞
⎟⎠v ju

, (2.6)

where, Zul
j =

L∑︁
l=1

K∑︁
k=1

(︁
R jlk −R jlkQ−1

lk R jlk
)︁+ 1

λ
I. Note that we have excluded the

LMMSE superscript and the coherence block index n of the channel estimate for
simplicity.

Moving on to DL data transmission, as described in Subsection 2.2.3, the linear
precoding vector for user (l,k) at BS l is represented as blk. Analogously to the
UL SE, a lower bound for DL channel capacity of user ( j,u) within a massive
MIMO system is given by [7]:

SE(dl)
ju = E log2

(︂
1+γ(dl)

ju

)︂
, [bits/s/Hz]. (2.7)

The instantaneous SINR for DL is then given by:

γ(dl)
ju =

|bH
juĥ j ju|2⎛

⎜⎝
L∑︁

l=1

K∑︁
k=1

(l,k)̸=( j,u)

bH
lkĥl juĥH

l jublk + zdl
j

⎞
⎟⎠

, (2.8)

where zdl
j =

L∑︁
l=1

K∑︁
k=1

bH
lk
(︁
Rl ju −Rl juQ−1

ju Rl ju
)︁

blk + 1
µ

.

In TDD systems, the DL communication relies on channel hardening prop-
erty and long-term statistical knowledge of the DL channel. This property is
supported by the fact that the instantaneous channel gains closely approximate
their statistical averages. The achievable SE expressions presented in this sub-
section are formulated by taking this property into consideration and invoking
the worst-case Gaussian distribution technique [20,23].

2.2.7 Imperfect CSI: Challenges in Pilot Resource Allocation

Assuming asymptotic linear independence of interfering users’ covariance ma-
trices, [24,25] demonstrated that the pilot contamination is not a fundamental
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asymptotic limitation in massive MIMO. In simpler terms, the sum of UL SE
(given in (2.5)) of all the users in a cell continues to grow boundlessly with M.

The assumption of LMMSE channel estimation is essential for the validity
of the UL SE bound given in (2.5). In addition to LMMSE channel estimation
assumption, the assumption of LMMSE receive combining is also vital for the
asymptotic boundlessness result in [24,25]. However, it should be noted that the
LMMSE channel estimation requires perfect knowledge of covariance matrices,
which is often absent in practical massive MIMO systems.

The challenge lies in estimating individual covariance matrices in practical
settings where raw channel estimates, from which the covariance estimates are
computed, are themselves contaminated, introducing additional pilot overhead
to achieve the necessary accuracy. This creates a trade-off between better
covariance estimation and the impact on SE due to the increased pilot overhead.
Addressing this trade-off is essential for managing system performance.

The covariance estimation problem has been extensively investigated in stud-
ies such as [22,26–30]. These studies assume channel covariance matrices to
be constant across multiple coherence blocks and use observations from a few of
these blocks to estimate the covariance matrices.

The work [26] performs user clustering of multipath components using the
power-delay function to estimate the spatial covariance matrices, while [29]
presents a technique that allocates varying pilots across different coherence
blocks to attain maximum-likelihood estimates of the covariance matrices. More-
over, [22] suggests two methodologies to prevent contamination in covariance
matrices by dedicating additional orthogonal pilots to each user. Similarly, [30]
introduces additional pilots for covariance estimation, but with a unique pilot
structure, and it also develops corresponding covariance estimation method. The
additional pilots for this method are not exclusively dedicated to each user, like
in [22]. As a result, the number of extra pilots in [30] does not increase with the
total number of users in the entire system (LK).

The method proposed in [30] offers higher throughput and lower mean squared
error (MSE) of the (resulting) channel estimates compared to the method in [22].
Despite the need for additional pilots, this method refrains from assuming
additional structures on the true covariance matrices of the users, unlike [26–
28]. Moreover, this method does not require backhaul communication between
neighboring cells, as in [29]. Therefore, this thesis will explore the performance
of massive MIMO with the covariance estimation method outlined in [30].

In Chapter 3, we present a detailed description of the structure of the ad-
ditional pilots and the corresponding covariance estimation method proposed
in [30]. We also present the contributions of publications Publication I and
Publication II in providing SE expressions (averaged over estimated covariance
matrices) for massive MIMO with imperfect CSI, particularly, imperfect covari-
ance information. It is important to note that the SE expressions given in (2.5)
and (2.7) are no longer valid due to the violation of the perfect CSI knowledge
assumption in LMMSE channel estimation.
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The chapter then describes how these publications utilize the newly derived
SE expressions to determine the required amount of additional pilot overhead
for UL and DL communication. It also presents the SE expressions for a compu-
tationally efficient variant of the covariance estimation, where only the diagonal
elements of the covariance are estimated, as derived in these publications. Based
on numerical simulations, the chapter presents the conclusions drawn from these
publications.

The newly derived SE expressions serve as crucial tools for quantifying the
trade-off between better covariance estimation and the impact of additional
pilot overhead on SE. By analyzing these expressions, it becomes possible to
determine the optimal pilot resource allocation to balance estimation accuracy
and reduced pilot overhead. Chapter 3 provides a detailed analysis of this
trade-off, addressing the core problem statement introduced in this section.

2.3 Cell-Free Massive MIMO Systems

2.3.1 System Description

The CFmMIMO system under consideration consists of M access points (APs) or
BSs uniformly distributed over a wide coverage area, serving K single-antenna
users. Each AP is equipped with N antennas. Unlike traditional massive MIMO
systems, CFmMIMO eliminates the concept of distinct cells or cell-boundaries.
Instead, all APs are interconnected to a Central Processing Unit (CPU) via a
fronthaul network, which orchestrates them to simultaneously serve all users
using the same time-frequency resources.

We assume a block fading channel similar to our previous massive MIMO
setup, with τ symbols within a coherence block. Furthermore, the CFmMIMO
system operates in TDD mode, as explained in Subsection 2.2.2. This mode is
primarily chosen for its ability to estimate UL and DL channels based solely
on UL pilots, leveraging channel reciprocity. In this TDD configuration, each
coherence block is partitioned into three transmission time intervals: 1. UL
training, 2. UL data transmission, and 3. DL data transmission.

When it comes to communication techniques, the CFmMIMO system uses
conjugate beamforming for both UL and DL communication. This technique is
favored for its computational simplicity, which allows for UL channel estimation
and UL and DL beamforming to be conducted at the APs in a distributed manner,
thus relieving the CPU of a considerable computational load.

In this setup, the CPU performs slow rate processing that does not require
instantaneous CSI. It only receives the payload data from the APs. Most of the
algorithms that require instantaneous CSI, such as UL channel estimation and
UL and DL beamforming, are executed at the APs. This distributed processing
capability of the CFmMIMO system is effectively utilized. Consequently, the
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CPU handles global level processing tasks such as power control and pilot
assignment, which can significantly improve the performance of the CFmMIMO
system without the need of instantaneous CSI.

2.3.2 System Model

The channel linking the kth user to the mth AP is characterized by gmk =
β1/2

mkhmk. In this expression, βmk denotes the large-scale fading coefficient
(LSFC), and hmk ∈ CN represents the small-scale fading coefficients for each
antenna of the AP, following a distribution of C N (0,I). We assume that this
channel remains constant within a coherence block. In the following sections,
we provide detailed descriptions of the uplink training (including channel es-
timation) and downlink data transmission (encompassing DL SE expressions)
phases of operation, thereby laying foundation for the DL power control problem
statement.

Uplink Training and Channel Estimation
In each coherence block, a segment of symbols, denoted by τp (≪ τ), is reserved
for pilot transmission. The kth user transmits the pilot sequence, ⎷τpψk ∈ Cτp ,
with the constraint ∥ψk∥2 = 1. The noise matrix, represented by Zp,m ∈CN×τp ,
consists of elements that are independently and identically distributed as per
C N (0,1). The uplink received signal at the mth AP is hence expressed as

Rm =
√︁
ζpτp

K∑︂

i=1

gmiψ
⊺
i +Zp,m,

where, ζp denotes the transmit SNR for each pilot symbol.
We assume the LSFCs are available at the APs and the CPU. Now, we can pro-

ceed to estimate the gmk using Minimum Mean Square Error (MMSE) estimator.
The estimate is computed as

ĝmk =
√︁
ζpτpβmk

1+ζpτp
∑︁K

i=1βmi|ψH
i ψk|2

Rmψ
∗
k. (2.9)

Furthermore, the mean square value of the nth element in ĝmk is denoted by
νmk, and is computed as

νmk = E(|ĝmk[n]|2)= ζpτpβ
2
mk

1+ζpτp
∑︁K

i=1βmi|ψH
i ψk|2

.

It is important to note that this value, νmk, remains invariant to the antenna
element index n.

Downlink Data Transmission
Here, we focus on matched filter beamforming. Let the downlink payload data
symbol for the kth user be ck, such that E{|ck|} = 1. Let ζd be the maximum
transmit SNR of each data symbol, normalized to the noise power. Let µmi
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represent the power control coefficient of the signal directed to the ith user
from the mth AP. Hence, the beamformed downlink signal at the mth AP is
constructed as follows:

xm =
√︁
ζd

K∑︂

i=1

µmi⎷
νmi

ĝ∗
mi ci.

It is noteworthy that the total transmit power at the mth AP is given by
E{∥xm∥2

2}= ζd N
∑︁K

i=1µ
2
mi.

Let zd,m represent the noise signal, distributed as C N (0,1). Therefore, the
signal received by the kth user is as follows:

rk =
M∑︂

m=1

g⊺
mkxm + zd,m. (2.10)

We next consider the downlink spectral efficiency of a user within the CFm-
MIMO system. Let us define µm =∆ [µm1, · · · ,µmK ] as the vector of power control
coefficients associated with the mth AP, and M =∆ [µ⊺

1, · · · ,µ⊺
M]⊺ as the matrix

of all power control coefficients. It is important to note that the power control
coefficients are positive real numbers that satisfy the downlink power constraint
E{∥xm∥2

2}≤ ζd, or equivalently, ∥µm∥2
2 =
∑︁K

i=1µ
2
mi ≤ 1/N, for 1≤ m ≤ M.

Let Dk be a diagonal matrix with
√︁
βmk as the mth diagonal element, and

µ̄i =∆ [µ1i, · · · ,µMi]⊺ be the vector of power control coefficients associated with the
ith user. Also, let

νik =∆ |ψ⊺
kψ

∗
i |
[︃⎷

ν1i
β1k

β1i
, · · · ,

⎷
νMi

βMk

βMi

]︃⊺
.

Using the well-known use-and-then-forget capacity bounding technique in the
mMIMO and CFmMIMO literature [8,23,31,32], we present the following SINR,
along with a lower bound on downlink spectral efficiency (bits/s/Hz) of the kth

user:

γk (M)= ζd(µ̄⊺
kνkk)2

ζd
∑︁K

i=1,i ̸=k(µ̄⊺
i νik)2 + ζd

N
∑︁K

i=1∥Dkµ̄i∥2
2 + 1

N2

, (2.11)

SE(dl)
k (M)=

(︂
1− τp

τ

)︂
log2(1+γk (M)). (2.12)

2.3.3 Power Allocation in Cell-Free Massive MIMO

The CFmMIMO system, as previously described, is designed to provide uniformly
good service to all users within the system. This level of service is achievable
due to the architectural simplicity of the considered system, in conjunction with
distributed processing techniques such as channel estimation and matched filter
beamforming. However, the global optimization problems associated with UL
and DL power control, as well as pilot allocation, pose significant challenges.
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This thesis primarily focuses on addressing the power control problem within
the CFmMIMO system. Power control in a CFmMIMO system is complex due to
the computational difficulty involved in solving the non-convex max-min fairness
maximization problem [8,31]. In this subsection, we explore the power control
problem of the CFmMIMO system, treating it as a constrained optimization
problem.

We formulate the max-min fairness maximization problem for the DL power
control, subject to power constraints ∥µm∥2

2 ≤ 1
N ,1 ≤ m ≤ M. Let S(dl) =∆{︁

M|M≥ 0;∥µm∥2
2 ≤ 1

N ,1≤ m ≤ M
}︁

. The constrained max-min fairness DL power
control problem can then be formulated as

maximize
M

min
1<k<K

SE(dl)
k (M)

subject to M ∈ S(dl).
(2.13)

SCA has been the standard technique for handling such types of quasi-convex
problems, and these problems are typically solved using off-the-shelf second-
order methods such as interior point methods [8,32–34]. However, due to the
computational complexity involved in the second-order methods used in SCA
solvers, the first-order APG method was proposed in [31] to solve the optimiza-
tion problem more efficiently. In Publication III, we propose an ANN-based
unsupervised learning method to further reduce the computational complexity
in performing the DL power control. Unsupervised learning is particularly
advantageous as it eliminates the need for large labeled datasets that are dif-
ficult to generate in power control scenarios. In Publication IV, we propose an
improvised variant for better DL power control performance. Chapter 4 provides
details of the contributions in Publication III and Publication IV.

While Fully Connected Networks (FCNs) have been employed in previous
works, they flatten the input data, leading to a loss of structural information
crucial in LSFCs, mainly the inter-user relationships. Although some works
have explored alternatives like Convolutional Neural Networks (CNNs) and
Graph Neural Networks (GNNs) to preserve such structures, these approaches
face challenges with pilot contamination and scalability, limiting their effective-
ness in large-scale CFmMIMO networks. In contrast, attention-based neural
networks, specifically transformers, can effectively preserve this structure and
handle systems of large sizes, as demonstrated in Publications III and IV. The
proposed transformer-based models not only capture inter-user channel rela-
tionships but also incorporate pilot contamination data, offering scalability to
large-scale networks.

2.4 Conclusion

This chapter sets the foundation for subsequent discussions by outlining the
key principles and challenges of Massive MIMO and CFmMIMO systems in
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wireless communication. Emphasis has been placed on the impact of pilot
overhead on massive MIMO system performance and vitality and challenges
involved in power control for CFmMIMO systems. The subsequent Chapter 3
will delve into the specifics of Publication I and Publication II, presenting a
detailed exploration of the topics introduced here for massive MIMO. This will
be followed by Chapter 4, focusing on Publication III and Publication IV for
insights into the contributions of this thesis for the CFmMIMO technology.

16



3. Performance Analysis of Massive
MIMO Systems with Pilot Resource
Allocation

3.1 Introduction

As described in the previous chapter, realizing enhanced SE potential of massive
MIMO systems requires the acquisition of accurate CSI at the BS. However,
due to the limited size of the coherence block, obtaining accurate CSI is a
non-trivial task, consequently affecting system performance. In particular, the
issue of pilot contamination, arising from the reuse of pilot sequences by the
users in different cells, poses significant challenges in estimating the channels,
as well as the covariance matrices, of individual users. This contamination
significantly impacts the SE of the massive MIMO system, hence necessitating
careful consideration of pilot overhead in resource allocation strategies.

The motivation of this chapter is to analyze the trade-off between the SE
and the additional pilot overhead required for covariance matrix estimation in
massive MIMO systems. A thorough understanding of this trade-off enables us to
develop efficient resource allocation strategies to optimize system performance
in practical scenarios. The following sections delve into the details of this
analysis, describing the interplay of various factors contributing to the system
performance and the implications for pilot resource allocation in massive MIMO
systems.

3.2 Channel Estimation

For channel estimation, we consider two types of UL pilots, namely, (i) ChEst:
pilots for estimating the channel and (ii) CovEst: pilots for estimating the
covariance matrix. Both ChEst pilots and CovEst pilots are assumed to be of
length P symbols.
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3.2.1 LMMSE-type Channel Estimation

In the Chapter 2, the LMMSE channel estimation was discussed under the
assumption that the covariance information was readily known to the BS. How-
ever, this is not always the case in practical scenarios. In realistic environments,
the covariance information must be estimated at the BS. It is thus essential to
substitute the actual covariance matrices with their estimated counterparts, de-
noted as R̂ j ju and Q̂ ju. The resultant formulation of the ‘LMMSE-type’ channel
estimate is given by:

ĥ j ju[n]= R̂ j juQ̂−1
ju ĥLS

j ju[n]. (3.1)

The total computational complexity required for evaluating (3.1) is given
by O (M3 +M2NR +M2NQ), where, NR and NQ represent the number of pilot
sequences (samples) utilized to compute R̂ j ju and Q̂ ju, respectively.

3.2.2 Element-wise LMMSE-type Channel Estimation

As an alternative to LMMSE channel estimation, element-wise channel estima-
tion is a popular method which holds an advantage in requiring fewer samples or
pilots for covariance estimation that does not scale with M [35]. The expression
for the element-wise LMMSE estimate of the channel is given by:

[ĥel−LMMSE
j ju [n]]p = [S j ju]pp

[P ju]pp
[ĥLS

j ju[n]]p, p ∈ {1, . . . , M} (3.2)

where S j ju and P ju are defined as the diagonalized versions of matrices R j ju

and Q ju, respectively. The corresponding element-wise LMMSE-type estimate
with estimated covariance matrices, denoted as Ŝ j ju and P̂ ju, is represented as
bellow

[ĥel
j ju[n]]p = [Ŝ j ju]pp

[P̂ ju]pp
[ĥLS

j ju[n]]p, p ∈ {1, . . . , M} (3.3)

Each diagonal element of Ŝ j ju and P̂ ju is derived from a sample variance
estimator corresponding to the element of the channel vector. Considering NR

and NQ as the number of samples for estimating Ŝ j ju and P̂ ju, respectively,
the computational complexity for evaluating ĥel

j ju is O (MNR +MNQ). Notably,
while the element-wise LMMSE-type channel estimation significantly mitigates
computational complexity, this comes with a trade-off: potential performance
degradation arising from the omission of non-diagonal elements of R̂ j ju and
Q̂ ju.

3.2.3 Covariance Matrix Estimation

In both LMMSE-type and element-wise LMMSE-type channel estimation
methodologies, Publications I and II adopt the covariance estimator detailed
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in [30]. This subsection provides an overview of the covariance estimation
method from [30]. The rationale behind selecting this particular covariance
estimation method was elaborated upon in the preceding chapter.

It is generally assumed that the spatial covariance matrices for all channels
remain constant over a time-interval and bandwidth significantly longer than
that of a single coherence block [22,26,29,30,36]. Therefore, we assume that
the covariance matrices remain unchanged across a time-interval denoted by Ts

and a system bandwidth Bs. This suggests that the matrices can be considered
constant over τs = BsTs/τc coherence blocks.

While each of the τs coherence blocks contains ChEst pilots dedicated for
channel estimation, only NR coherence blocks encompass additional CovEst
pilots. The primary objective of these CovEst pilots is to enable the estimation
of the pair R̂ j ju and Q̂ ju, or alternatively Ŝ j ju and P̂ ju, for each series of τs

contiguous coherence blocks.
To estimate Q̂ ju, the sample covariance estimates are derived from the LS

channel estimates spanning NQ coherence blocks. Similarly, element-wise sam-
ple variance estimates are employed to obtain P̂ ju.

To estimate R j ju and S j ju, the CovEst pilot sequence, comprising P symbols
transmitted by each user, is employed. Specifically, the CovEst pilot transmitted
by user (l,k) within the nth coherence block is represented as φlk[n]= e jθlnpk,
a phase-shifted variant of the ChEst pilots. The phase-shifts, represented as
{θln}NR

n=1, conform to the uniform distribution U [0,2π). A critical observation is
that the CovEst pilots are transmitted in only NR out of the τs coherence blocks,
and they vary across different coherence blocks.

The LS channel estimates derived from the pilots pu and φ ju are denoted as

ĥ(1)
j ju[n] and ĥ(2)

j ju[n], respectively. They are defined as:

ĥ(1)
j ju[n]= ĥLS

j ju[n]=h j ju +
∑︂

l ̸= j

h jlu +
1

P⎷
µ

N(p)
j [n]p∗

u (3.4)

ĥ(2)
j ju[n]=h j ju +

∑︂

l ̸= j

h jlue j(θln−θ jn) + 1
P⎷

µ
N(r)

j [n]p∗
ue− jθ jn . (3.5)

Estimation of R̂ j ju

The independence of the interference and noise terms (second and third terms) in
(3.4) from those in (3.5) allows the (ensemble) cross-correlation between ĥ(1)

j ju[n]

and ĥ(2)
j ju[n] to result in the covariance matrix R j ju [30]. Consequently, the

unbiased Hermitian-symmetric sample cross-covariance matrix can be expressed
as an estimate for R j ju:

R̈ j ju = 1
2NR

NR∑︂

n=1

(︃
ĥ(1)

j ju[n]
(︂

ĥ(2)
j ju[n]

)︂H
+ ĥ(2)

j ju[n]
(︂

ĥ(1)
j ju[n]

)︂H
)︃

. (3.6)

As NR approaches infinity, the estimated covariance matrix converges in prob-
ability towards the actual covariance matrix, symbolized as R̈ j ju

P−→
NR→∞

R j ju.
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Notably, for finite NR , this unbiased estimator does not ensure positive diagonal
elements. Thus, we introduce a regularized estimate for the covariance matrix:

R̂ j ju =αRR̈ j ju + (1−αR)Rb, (3.7)

where, Rb represents an arbitrary symmetric positive definite bias-matrix, with
αR as a design parameter.

Estimation of S j ju

For the purpose of element-wise LMMSE-type estimation, our focus is centered
on estimating the diagonal matrix S j ju. To achieve this, we employ an unbiased
Hermitian-symmetric variance estimate, denoted as S̈ j ju:

[S̈ j ju]pp = 1
2NR

(︄ NR∑︂

n=1

[ĥ(1)
j ju[n]]p[ĥ(2)

j ju[n]]∗p + [ĥ(2)
j ju[n]]p[ĥ(1)

j ju[n]]∗p

)︄
∀p ∈ {1, . . . , M}.

(3.8)

Further refining our approach, we introduce a regularized estimate for S j ju,
expressed as:

Ŝ j ju =αRS̈ j ju + (1−αR)diag(Rb). (3.9)

3.3 Spectral Efficiency Metrics

The SE formulations described in Subsection 2.2.6 represent the tightest UL
and DL SE bounds for massive MIMO systems. However, when the receivers
adopt LMMSE-type or element-wise LMMSE-type channel estimators, these
bounds no longer hold. For these cases where estimated channels use imperfect
covariance information, we refer to relatively looser "use-and-then-forget" SE
bounds, as given in [22,29, 30]. The name "use-and-then-forget" derives from
the underlying assumption that receivers utilize the channel estimates solely
for receiver combining, bypassing their use for signal detection. These alternate
bounds accommodate a range of channel estimation and combining methods.

3.3.1 Uplink Spectral Efficiency

Consider a receiver employing a maximum ratio combiner (MRC), represented
by the combining vector v ju[n]= ĥ j ju[n]= Ŵ juĥLS

j ju[n], where Ŵ ju is given by:

Ŵ ju =
{︄

R̂ j juQ̂−1
ju , for LMMSE-type channel estimate

Ŝ j juP̂−1
ju , for element-wise LMMSE-type channel estimate.

(3.10)

20



Performance Analysis of Massive MIMO Systems with Pilot Resource Allocation

Upon combining, the received signal can be represented as:

vH
juy j =⎷

µE{vH
juh j ju}x ju +⎷

µ(vH
juh j ju −E{vH

juh j ju})x ju (3.11)

+
∑︂

k ̸=u

⎷
µvH

juh j jkx jk +
∑︂

l ̸= j

K∑︂

k=1

⎷
µvH

juh jlkxlk +vH
jun j. (3.12)

The terms in this expression correspond to various components of the received
signal:

• The first term captures the desired signal component.

• The second term emerges from uncertainty in the array gain.

• The third term represents non-coherent intra-cell interference.

• The fourth term accounts for coherent interference due to pilot contamination.

• The final term represents additive noise.

Given that the desired signal component is uncorrelated with the other compo-
nents, a lower bound on the SE of the UL channel from user ( j,u) to BS j can be
represented as [22]:

SE(ul)
ju =

(︃
1− P

Cu
− NRP

Cuτs

)︃
log2

(︂
1+γ(ul)

ju

)︂
, (3.13)

where the SINR, γ(ul)
ju , is:

γ(ul)
ju =

|E{vH
juh j ju}|2

L∑︁
l=1

K∑︁
k=1

E{|vH
juh jlk|2}−|E{vH

juh j ju}|2 + 1
µ
E{vH

juv ju}
. (3.14)

Within the pre-log factor, P
Cu

accounts for ChEst pilots, and PNR
Cuτs

accommodates
for CovEst pilots.

For a particular realization of Ŵ ju, the SINR expression can be further simpli-
fied as [22]:

γ(ul)
ju = |tr(ŴH

juR j ju)|2

tr(Ŵ juQ juŴH
juRs)+

L∑︁
l=1

|tr(ŴH
juR jlu)|2 −|tr(ŴH

juR j ju)|2
, (3.15)

with

Rs ≜
L∑︂

l=1

K∑︂

k=1

R jlk +
1
µ

I. (3.16)
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3.3.2 Downlink Spectral Efficiency

This section presents the DL spectral efficiency for user ( j,u) when employing a
matched filter (MF) precoder. Specifically, the precoder can be represented as

b ju = Ŵ juĥLS
j ju√︂

E{∥Ŵ juĥLS
j ju[n]∥2}

.

For this scenario, the received signal at user ( j,u) is formulated as:

z ju =
⎷
λE{bH

juh j ju}d ju +
⎷
λ(bH

juh j ju −E{bH
juh j ju})d ju

+
∑︂

k ̸=u

⎷
λ(bH

juh j jk)d jk +
∑︂

l ̸= j

K∑︂

k=1

⎷
λ(bH

juh jlk)dlk + e ju. (3.17)

Each term in this expression represents distinct components:

• The first term signifies the desired signal component.

• The second term highlights the uncertainty in the DL transmit array gain.

• The third term denotes non-coherent intra-cell interference.

• The fourth term conveys coherent interference due to pilot contamination.

• Lastly, the fifth term denotes additive noise.

Assuming that the scalar in the denominator of the precoding vector,√︂
E{∥Ŵ juĥLS

j ju[n]∥2}, is a constant known at the BS, we can derive the following
SE expression. Similar to UL SE, the lower bound on DL channel SE for user
( j,u) can be derived as:

SE(dl)
ju = log2

(︂
1+γ(dl)

ju

)︂
[bits/s/Hz].

The SINR for the DL SE, in relation to a specific realization of Ŵ ju, is:

γ(dl)
ju = |tr(ŴH

juR j ju)|2

tr(Ŵ juQ juŴH
juR(dl)

s )+
L∑︁

l=1
|tr(ŴH

juR jlu)|2 −|tr(ŴH
juR j ju)|2 + 1

λ

, (3.18)

and R(dl)
s ≜

L∑︁
l=1

K∑︁
k=1

R jlk.

3.4 Contributions

The performance of a massive MIMO system is closely linked to the quality of
channel covariance estimates. The quality of these estimates largely depends on
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the CovEst pilot overhead. Existing literature, such as [22,29,30], commonly
focuses on the achievable SE for a single realization of covariance matrices,
as demonstrated in equations (3.15) and (3.18). While this single-realization
approach is crucial for practical receiver design, it does not sufficiently capture
the effects of the CovEst pilot overhead. This observation underscores the
necessity for average SE expressions, calculated over multiple covariance matrix
realizations (ensemble average). Employing these expressions as performance
metrics offers a comprehensive understanding of the impact of pilot overhead on
system performance.

The main objective of the average SE-based performance metrics, detailed in
Publications I and II, is to shed light on the effects of pilot overhead in massive
MIMO systems. The focal point of this chapter is the foundational research
presented in these two publications.

Publication I conducts a comprehensive exploration of the UL SE in massive
MIMO systems. One of its pivotal contributions is the derivation of a closed-
form expression for average UL SE under LMMSE-type channel estimation.
This deepens our understanding of the effects of pilot overhead on system
performance. Moreover, it sets the groundwork for subsequent studies. Building
on the groundwork laid by Publication I, Publication II encompasses a more
holistic analysis of both UL and DL SEs using both LMMSE-type and element-
wise LMMSE-type channel estimation methods.

Collectively, these publications significantly enhance our understanding of
how to optimize pilot resource allocation in massive MIMO systems. In the next
section, we will delve deeper into these key contributions, emphasizing their
relevance in the design considerations related to pilot overhead.

3.5 Average Spectral Efficiency and Impact of Pilot Overhead

It is essential to recognize that the UL and DL SE expressions specified in (3.15)
and (3.18) treat Ŵ ju as a known matrix in the expectation operation. In this
study, however, we regard it as a random matrix, dependent on the random
realizations of R̂ j ju and Q̂ ju (or Ŝ j ju and P̂ ju). Moreover, we assume mutual

independence between Ŵ ju and ĥLS
j ju[n]. As such, E{·} = EW {EhLS {·}}, where EW

represents the expectation over Ŵ ju, and EhLS is the expectation over the LS
estimate.

In Publications I and II, the UL and DL SINR expressions for this configuration
are given by:

γ(ul)
ju = |EW {tr(ŴH

juR j ju)}|2

EW {tr(Ŵ juQ juŴH
juRs)}+

L∑︁
l=1

EW {|tr(ŴH
juR jlu)|2}−|EW {tr(ŴH

juR j ju)}|2

(3.19)
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and

γ(dl)
ju = |EW {tr(ŴH

juR j ju)}|2

EW {tr(Ŵ juQ juŴH
juR(dl)

s )}+
L∑︁

l=1
EW {|tr(ŴH

juR jlu)|2}−|EW {tr(ŴH
juR j ju)}|2+ 1

λ

,

(3.20)

with subsequent derivations of the results of the expectation operation in each
term embedded in these SINR expressions, respectively. When these expres-
sions are evaluated for LMMSE-type and element-wise LMMSE-type channel
estimation methods, they manifest as functions of NR and NQ . This formulation
aids in analyzing the effect of CovEst pilots. For the sake of conciseness, we
refrain from detailing the exact outcomes of these expressions, directing readers
instead to Theorems 1 and 2 in Publication II.

Although the derived SE expressions in these theorems are for MRC combining
and MF precoding, we also consider ZF combining and precoding in the simula-
tions and analysis. Due mathematical intractability of the expectation operation
for ZF beamforming, we consider only numerical averages of the SE expressions.
The work [37] demonstrated that the ZF beamforming along with the LMMSE
channel estimation, when the covariance matrix is known, provides an effective
combination. Therefore, here we present a comprehensive overview of the mas-
sive MIMO system performance, under imperfect covariance information, that
is not only impacted by the pilot overhead, but also by the channel estimation
choice (between LMMSE-type and element-wise LMMSE-type techniques) and
beamforming choice (between MF and ZF beamforming).

Using (3.19) and (3.20), we have established a direct relation between the
average SE value and the parameters NR and NQ . The expectation terms given
in these theorems contain two components: (i) the component that corresponds
to the true covariance information and (ii) a penalty component due to regular-
ization of R j ju estimate and due to covariance estimation error. If αR = 1, and
as NR and NQ tend to infinity, the penalty components of the expectation terms
vanish.

In Fig. 3.1 and 3.2, we consider UL and DL SE with both channel estimation
methods and both beamforming techniques for different values of NR and NQ .
These figures are plotted for L = 7 cells with M = 100 and K = 10 users per cell.
The BSs are at a distance of 300 m apart from each other, and the users are
uniformly spaced at a distance of 120 m from the BS in their cells. The angular
spread of the channel cluster is assumed to be 20◦, within which the received
paths from a user are assumed to be uniformly distributed. We consider a
3GPP urban macro [38] scenario with a non-line-of-sight channel for simulating
the path loss model. Furthermore, we also consider coherence block length as
Cu = 100 symbols, pilot sequence length as P = 10, and the number of coherence
blocks for which the channel covariance matrices are considered constant as
τs = 25000. Additionally, we choose αR = 0.95, and Rb = I. Sample averaging for
all the expectation terms is computed using 2000 trials. Our simulations are
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Figure 3.1. UL SE for different channel estimation techniques.

conducted for varying degrees of pilot overhead, quantified by different values of
NR = {125,250,500,1000,2000,4000,8000} and NQ = {125,4000}.

Uplink Spectral Efficiency
In Fig. 3.1, we present a comparative analysis of UL SE curves for varying
values of NR . The methods evaluated include LMMSE channel estimation
paired with MRC, element-wise LMMSE channel estimation (assuming perfect
knowledge of the diagonal elements of the covariance matrix) paired with MRC,
LMMSE-type channel estimation paired with both MRC and ZF combining,
and lastly, the element-wise LMMSE-type channel estimation with both MRC
and ZF. Additionally, the figure contrasts the theoretical SE curves for MRC
combining with their simulated average SE counterparts. Specifically, Fig. 3.1(a)
showcases the SE values when NQ = 125, while Fig. 3.1(b) details the SE values
for NQ = 4000. Here is a summary of the analysis on UL SE curves:

• The simulated SEs match the theoretical values for both the channel estima-
tion techniques tested, thereby validating the derivations.

• For MRC combining, while LMMSE is always better than element-wise
LMMSE, LMMSE-type is not necessarily better than element-wise LMMSE-
type.

• Using simulations for the given setup, we observe that element-wise LMMSE-
type channel estimation outperforms LMMSE-type when NQ is less than a
threshold 263. Furthermore, for NQ = 4000 (which is greater than 263), the
element-wise LMMSE-type channel estimation outperforms the LMMSE-type
for NR below the derived theoretical threshold, N̄R .

• For both LMMSE-type and element-wise LMMSE-type channel estimations,
when paired with MRC combining, the UL SE curve exhibits an initial increase
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Figure 3.2. DL SE for different channel estimation techniques.

with NR due to improved covariance estimates. However, it subsequently
declines due to the significant impact of CovEst pilot overhead.

• Compared to LMMSE-type, the SE for element-wise LMMSE-type reaches
the SE for known covariance case faster.

• ZF combining performs well only for the larger number of pilots (NQ = 4000
and NR ≥ 500) and needs additional computational complexity. However, the
ZF combining does not significantly improve the performance for element-wise
LMMSE channel estimation; it is marginally better than the performance
corresponding to the MRC combining.

• For large NR and NQ values, ZF combining outperforms the MRC combining.
This is enabled by the better covariance estimates.

Downlink Spectral Efficiency
Similar to the UL simulation, here, we consider the DL SE expressions corre-
sponding to LMMSE channel estimation paired with MF precoding, element-
wise LMMSE channel estimation (assuming perfect knowledge of the diagonal
elements of the covariance matrix) paired with MF precoding, LMMSE-type
channel estimation paired with both MF precoding and ZF precoding, and lastly,
the element-wise LMMSE-type channel estimation with both MF precoding
and ZF precoding. In Fig. 3.2, we plot the SE as a function of NR for the two
aforementioned channel estimation techniques. Fig. 3.2(a) depicts the SE val-
ues for NQ = 125, and Fig. 3.2(b) shows SE values for NQ = 4000. In DL SE
plots we observe similar behavior to the UL SE case. Distinct from what we
observe in UL SE, here, in DL SE we observe that the threshold for NQ under
which the element-wise LMMSE-type channel estimation always outperforms
LMMSE-type channel estimation is 272.

26



4. Transformer Neural Network for
Downlink Power Control in Cell-Free
Massive MIMO Systems

4.1 Introduction

In Chapter 2, we outlined the CFmMIMO setup, its numerous advantages, and
the critical role of power allocation in achieving optimal system performance.
We also discussed the complexity challenges associated with downlink power
control due to the non-convex nature of the problem and the large number of
optimization parameters. These issues are compounded by the limitations of
existing online iterative methods, which often fail to scale efficiently in large
CFmMIMO networks.

To address these challenges, this chapter delves into advanced deep learning
techniques, specifically transformers, for downlink power control. Leveraging
unsupervised learning, these networks are trained to solve complex optimization
problems without the need for extensive labeled data. Moreover, the proposed
transformer neural networks effectively handle issues such as pilot contamina-
tion, which significantly impacts the performance of CFmMIMO systems. These
methods offer a scalable and computationally efficient alternative to traditional
online iterative approaches. The techniques discussed in this chapter are based
on the methodologies presented in Publications III and IV, which contribute to
the development and implementation of these neural networks. This chapter
aims to provide a comprehensive description of these publications, highlighting
their contributions to the field.

4.2 Unsupervised Learning Approach for Downlink Power Control

Recall that M is the number of APs or BSs in a CFmMIMO system simultane-
ously serving all the K users. Let us now define an M×K matrix of large-scale
fading coefficients (LSFCs) as B. The rows of B correspond to the LSFCs of
different APs, while the columns correspond to LSFCs of users. Note that, in
Subsection 2.3.2, we have defined a similar M×K matrix of power control coeffi-
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cients as M. Let Φ be the K ×K interference matrix, where the element located
in the ith row and kth column is given by Φik = |ψ⊺

kψ
∗
i |2.

Let us consider an unsupervised learning setup utilizing an arbitrary
Deep Neural Network (DNN) with trainable parameters W, represented
as FDNN (·, ·;W). The DNN takes the input pair (Φ,B) and outputs M =
FDNN (Φ,B;W). Furthermore, we define the soft-minimum utility function as:

u(M;Φ,B)≜−1
λ

ln

(︄
1
K

K∑︂

k=1

exp(−λSEk(M;Φ,B))

)︄
. (4.1)

The soft-minimum function provides a differentiable approximate of the hard
minimum function, given by min

1≤k≤K
SEk(M;Φ,B). Furthermore, in the above

equation, λ is the smoothening parameter.
In the unsupervised learning framework, the goal is to maximize the expected

smoothed-minimum utility function. The expectation operation attempts to train
the DNN weights W using several training examples, such that the average
utility function, among the training samples, is maximized. During inference,
this setup aims to replace expensive solvers for the max-min fairness problem,
seeking the mapping FD(Φ,B;Wopt) that achieves similar performance. The
optimization problem that the training process solves is1:

maximize
W

E [u (FDNN (Φ,B;W);Φ,B)] , (4.2)

where, the optimization parameter is W instead of M, unlike in (2.13).
Assuming the distribution of B is unknown, we generate a large set of LSFC

matrices {B[p] ∈ RM×K+ ∀ 1 ≤ p ≤ P}, representing different random user place-
ments, based on a fixed AP placement and path loss model. Correspondingly,
the pilot allocation algorithm produces {Φ[p] ∈ RM×K+ ∀ 1 ≤ p ≤ P}. Since the
unsupervised learning setup described here is independent of the specifics of
the data generation process, the details of the LFSCs and pilot information
are deferred to Subsection 4.5.1. Using these sets, the optimal W is found by
maximizing the empirical average of the utility function:

maximize
W

1
P

P∑︂

p=1

u
(︁
FDNN (Φ[p],B[p];W);Φ[p],B[p])︁ . (4.3)

As the number of samples P increases, the empirical average approximates
the ensemble average, providing a practical alternative to the problem in (4.2).
While the original ensemble problem cannot be solved directly, this empirical
methodology offers a viable solution through extensive data-driven training.

1Note that the optimization problem in (2.13) is distinct from the training problem
given here.
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4.3 Literature Review on Deep learning Based Solutions

Learning-based optimization solutions significantly reduce computational com-
plexity by avoiding iterative solvers during real-time operations. These ap-
proaches efficiently map input LSFCs directly to the output power control
coefficients, enhancing system performance and scalability [39–59].

For uplink power control, Fully Connected Network (FCN) based unsuper-
vised learning solutions are discussed in [40–42], while supervised setups using
Long Short-Term Memory (LSTM) and FCN are detailed in [43–45]. Various
Reinforcement Learning (RL) based solutions are explored in [46–49].

For Downlink, FCN-based unsupervised learning methods are examined
in [50–52], and RL-based solutions are detailed in [53]. Supervised Convo-
lutional Neural Network (CNN) and Graph Neural Network (GNN) solutions
are proposed in [54–56]. However, these methods often assume ideal conditions,
overlooking pilot contamination and thereby encountering practical limitations
in large-scale CFmMIMO systems. Although the studies in [57–59] consider
pilot contamination scenarios while evaluation, they avoid handling pilot con-
tamination scenarios while training or model design.

FCN methods tend to lose crucial associations among APs and users, while
CNN methods preserve matrix B’s structures but may not be suitable for LSFC
matrices. GNN approaches utilize structural information effectively but do not
adequately address pilot contamination complexities [56].

There remains a gap in DNN-based solutions for managing downlink power
control in CFmMIMO systems faced with pilot contamination. A robust solution
is needed to handle these complexities while maintaining the structural integrity
of the LSFC matrix.

4.4 Contributions

This section presents the contributions made in two publications, referred to
as Publication III and Publication IV. Both are built on modified transformer
architectures. Publication III, a conference paper, and Publication IV, a journal
article, both focus on solving the downlink power control problem in CFmMIMO
systems using deep learning techniques.

Publication III introduces an attention neural network (ANN) designed to
efficiently solve the power control problem by utilizing the structure in LSFCs
and incorporating pilot allocation information as input. Building on this, Pub-
lication IV introduces the Pilot contamination-Aware Power Control (PAPC)
transformer, an enhanced version of the ANN. It incorporates architectural
improvements to demonstrate the transformer’s ability to handle pilot contam-
ination scenarios and offers scalability to larger-scale CFmMIMO networks.
These contributions represent a significant advancement in solutions for down-
link power control in CFmMIMO systems.
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4.4.1 Why Transformer-Based Models for CFmMIMO?

The transformer architecture was chosen for downlink power control in CFm-
MIMO systems due to its ability to efficiently exploit the inherent structure in
LSFCs. Unlike FCNs, which flatten input matrices and lose critical relational
information, transformers preserve the two-dimensional structure of the LSFC
matrix B. By retaining the structure in the data, the transformer significantly
reduces training time, lowers the amount of data required for training, and
improves model accuracy.

Another key advantage of transformers is their masking mechanism, which,
through customized modification, allows the incorporation of pilot alloca-
tion information. This is essential for handling both pilot-contaminated and
contamination-free scenarios, as it enables the model to use the available prior
pilot information to mitigate interference and optimize power control decisions.

4.4.2 Overview of ANN Model

The ANN model, proposed in Publication III, serves as the initial application of
the transformer-based architecture for downlink power control in CFmMIMO
systems. It leverages masked multi-head attention networks (MMHAN) to
solve the challenging non-convex optimization problem of power control while
maintaining the structural integrity of the LSFC matrix. This approach allows
the ANN to capture inter-user channel dependencies effectively, a significant
improvement over traditional FCNs.

The ANN model incorporates pilot allocation information, though at this
stage of development, it was not explicitly evaluated in pilot contamination
scenarios. Power constraints in the ANN are managed through a more intricate
training process using an interior point method. The ANN demonstrated the
potential of transformer solutions to improve computational complexity in the
power control applications with reasonable performance close to state-of-the-art
iterative solutions.

4.4.3 Transition to the PAPC Model (Publication IV)

The PAPC model, introduced in Publication IV, builds on the foundation of the
ANN model and extends it with enhanced features and evaluations. The core
transformer block, shown in Figure 4.1, remains the same as in the ANN model,
consisting of a customized multi-head attention block (MMHA, the same as
MMHAN referred to in Publication III). The overall architecture of the MMHA
module is illustrated in Fig. 4.2. However, key improvements are made to the
ANN using additional modules.

One of the major architectural enhancements in PAPC is the additional pre-
processing stage, which increases the input dimensionality of the rows of the
LSFC matrix. This allows the model to capture richer features. Additionally,
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Figure 4.1. The PAPC transformer block processes the input using an MMHA and a feed-forward
network, with residual connections and layer normalizations.

PAPC simplifies the handling of power constraints by replacing the complex
interior-point method used in ANN with a more efficient projection operation in
a new post-processing stage.

Furthermore, in Publication IV, the PAPC model was evaluated in more com-
plex scenarios, including pilot contamination, which was not explored in the ANN
model. This demonstrated PAPC’s ability to effectively mitigate interference by
leveraging pilot allocation information, resulting in improved SE and fairness.
These evaluations highlight the robustness of PAPC in both pilot-contaminated
and contamination-free environments, demonstrating its potential to efficiently
utilize the available pilot information. PAPC’s computational efficiency, scala-
bility, and adaptability to varying number of users were also demonstrated in
Publication IV.

The improved performance of the PAPC model can be attributed primarily
to the enhanced feature extraction enabled by the additional preprocessing
stage. This step allows the potential of the transformer-based architecture,
initially proposed in ANN, to be fully realized. Since PAPC has demonstrated
superior capability, the next section presents the results of the PAPC model. The
performance of ANN is not included, as PAPC is both an enhancement of ANN
and offers better overall performance.
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(a) Overview of MMHA with multi-head attention and output combination.
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Figure 4.2. MMHA architecture in the PAPC transformer, processing the input through multiple
attention heads combined with masking feature to model inter-user relationships
and handle pilot contamination.
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4.5 Results

4.5.1 Simulation Setup

To assess the effectiveness of the PAPC in downlink power control for CFm-
MIMO systems, we analyze four scenarios labeled from Scenario 0 to Scenario 3.
Scenario 0 represents a small-scale CFmMIMO network, consisting of M = 10
APs and K = 4 users within an area of 0.01 sq. kms. In contrast, Scenarios 1,
2, and 3 scale up the network to M = 100 APs, with K = 20, K = 40, and K = 80
users respectively, all distributed over 0.1 sq. kms. A wrap-around topology is
employed to simulate a larger area and mitigate boundary effects. Across all
scenarios, the performance evaluation is based on 2000 testing samples. Neural
networks are trained using P = 12,000,000 samples unless otherwise stated.
For a fair comparison of computational times across different algorithms, testing
is carried out without GPU assistance.

In each of these scenarios, the AP density is maintained at 1000 APs per sq. km,
with each AP featuring N = 4 antennas. The coherence block and pilot sequence
lengths are defined as τ= 200 symbols and τp = 20 symbols, respectively. For our
numerical simulations, we assume that the pilot allocation algorithm selects K
sequences from a pool of τp orthogonal sequences. Consequently, in Scenarios 2
and 3, the number of users (K) surpasses the available orthogonal pilots (τp),
necessitating pilot reuse. This scenario inevitably leads to pilot contamination,
presenting a significant challenge in these large-scale configurations.

The distance between the mth AP and the kth user, denoted as dmk in km, is
used to determine the path loss, PLmk, in dB for the channel connecting the mth

AP to the kth user. This path loss is calculated using a three-slope model, given
by PLmk =−L0 −15log10(d1)−20log10(d′

mk). The parameter d′
mk is defined as:

d′
mk =

⎧
⎪⎪⎨
⎪⎪⎩

d0 if dmk ≤ d0

dmk if d0 < dmk ≤ d1

d1 if dmk > d1.

(4.4)

The LSFC for the channel between the mth AP and the kth user is expressed as
βmk = PLmk+zmk dB, where zmk represents shadow fading, modeled as a normal
distribution with a mean of 0 dB and a variance of σ2

sh dB. Following the setup
in [8], the parameters are set to L0 = 140.72 dB, d0 = 0.01 km, d1 = 0.05 km, and
σsh = 8 dB.

Data generation process: Given a fixed placement of APs or BSs, the data
generation process generates P random user placements in the given area of
coverage. The process computes the LSFCs matrix B sample using the path loss
model described above for each user placement. Furthermore, the random pilot
allocation algorithm described in this subsection produces corresponding pilot
allocation matrix Φ.
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AP Density 2000 APs per sq. km.

Length of the coherence block 200 symbols

Length of the pilot sequence 20 symbols

L0 140.72 dB

d0 0.01 km

d1 0.05 km

Standard deviation of shadow fading (σsh) 8 dB

Noise power spectral density N0 −173.98 dBm/Hz

BandWidth 20 MHz

Total Noise power at the receiver (Pn) −91.97 dBm

Transmit SNR of uplink pilot (ζp) 1/Pn

Transmit SNR of downlink data (ζd) 0.2/Pn

Smoothening parameter (λ) 3

Table 4.1. Simulation Setup Parameters

Given a noise figure of N f = 9 dB, a noise power spectral density of N0 =
−173.98 dBm/Hz, and a channel bandwidth of BW = 20 MHz, the total noise
power is computed as Pn = BW10(N0+N f −30)/10 in W. Consequently, the transmit
SNR for the uplink pilot and downlink data are set to ζp = 0.2/Pn and ζd = 1/Pn,
respectively. Table 4.1 outlines the common CFmMIMO simulation parameters
for all scenarios.

4.5.2 Results Summary

• Scenario 0 (Fig. 4.3): As the number of training samples increases, both
PAPC and FCN approach the performance of the APG algorithm. PAPC
outperforms FCN with fewer training samples, highlighting its structural
advantages. With sufficient samples, PAPC surpasses both FCN and EPA,
matching the performance of APG.

• Scenarios 1 to 3 (Fig. 4.4): PAPC approaches APG performance across all
scenarios, even in the presence of pilot contamination. FCN fails to perform
adequately in Scenario 1 and deteriorates further with increased pilot con-
tamination in Scenarios 2. PAPC’s ability to handle pilot contamination and
maintain performance is validated.

• Computational Efficiency (Table 4.2): PAPC significantly reduces compu-
tational time compared to APG, demonstrating its efficiency. PAPC’s run-time
is marginally higher than EPA but provides superior performance.

• Varying K Feature (Fig. 4.5 and Fig. 4.6): PAPC trained with varying K
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Figure 4.3. CDF comparison of PAPC, FCN, EPA, and APG in Scenario 0 for different training
samples. To interpret the results, note that for the max-min fairness objective, a
CDF curve that ascends sharply and is also positioned further to the right compared
to other curves is considered advantageous. Thus, PAPC outperforms FCN and EPA,
approaching APG’s performance faster as the number of samples increases.

feature maintains performance across different user counts. Furthermore, the
performance of PAPC with varying K matches that of PAPC trained with a
fixed K , demonstrating adaptability without loss in performance.

Note that, unlike traditional optimization techniques, deep learning models
do not offer mathematical guarantees of performance for specific configurations.
Their correctness and efficiency can only be empirically validated through simu-
lation results. This limitation makes it inherently challenging to provide a solid
computational complexity analysis for the proposed methods. Moreover, since
these models are typically tailored to specific CFmMIMO network configurations
(e.g., number of users and access points), adapting to different configurations
requires retraining or redesigning the network, further complicating a formal
analysis. Nonetheless, as demonstrated in Table 4.2, the empirical results show
that PAPC significantly reduces computational time compared to traditional
methods.
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Figure 4.4. CDF comparison across Scenarios 1 to 3 for different algorithms. PAPC consistently
approaches APG performance, outperforming other algorithms due to its masking
and attention mechanisms. FCN struggles due to its lack of structure and pilot
allocation information.

Algorithm Run-time (in secs)

APG 38.7373

PAPC 0.0262

EPA 0.0003

Table 4.2. Run-time of different algorithms in Scenario 3.
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Figure 4.5. Run-time of the algorithms in Scenario 3. EPA is the fastest algorithm, while PAPC
achieves comparable performance to that of APG, but it is nearly 1000 times faster
than APG.

Figure 4.6. Comparison of PAPCs trained on Scenario 2 and Scenario 3 (tested with K = 40),
showing matching performance on Scenario 2 and validating that larger configura-
tions with padding do not compromise results.
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5. Conclusion and Future Work

5.1 Conclusion

This thesis has delved into a comprehensive exploration, analysis, and com-
parison of pilot resource allocation and power control techniques for massive
MIMO systems. The research findings are encapsulated in four publications and
provide an encompassing understanding of resource optimization within these
systems. The significant insights and conclusions drawn from this investigation
can be summarized as follows:

• Publications I and II have revealed the intricate relationship between pilot
overhead, channel estimation, and SE in massive MIMO systems. The analyti-
cal expressions, derived in these studies, establish the critical importance of
optimal pilot overhead allocation for enhancing performance in both uplink
and downlink transmissions. The closed-form expressions serve as vital tools
for selecting optimal pilot overhead parameters.

• The innovative ANN framework proposed in Publication III has significantly
advanced the downlink power control in CFmMIMO systems. Achieving the
performance close to the state-of-the-art methods, this methodology signifi-
cantly curtails computational complexity.

• The PAPC architecture detailed in Publication IV further enhanced the down-
link power control problem using additional custom designed architectural
changes. With these advanced deep learning architectures, the PAPC enhanced
the ANN to outperforms existing power control algorithms in computational
efficiency while maintaining comparable performance. It presents a robust
solution to the challenges associated with non-convexity and non-orthogonal
pilots, inherent in power control.

• The comparative analysis of pilot resource allocation and power control tech-
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niques highlighted in the thesis underscores the trade-offs among performance,
complexity, and robustness. These insights are pivotal in guiding the design of
efficient, practical algorithms for massive MIMO systems.

5.2 Future Work

Grounded on the insights obtained from this comprehensive study, several
potential avenues for future research in the realm of resource optimization for
massive MIMO systems emerge:

• Publications I and II in this thesis primarily concentrate on deriving analytical
expressions pertaining to MRC beamforming. ZF beamforming, while more
challenging, could potentially offer enhanced performance in massive MIMO
systems. As such, a worthwhile avenue for future investigation might entail
the derivation of similar analytical expressions for ZF beamforming.

• Another promising direction could be to rethink the performance metrics
employed for designing pilot overhead. While our study uses average spectral
efficiency as the metric, considering the dropout probability might provide
a more realistic performance assessment. The development of analytical
expressions for dropout probability, particularly with imperfect covariance
estimates, presents an intriguing and challenging problem for future research.

• While the chosen method from [30] for covariance matrix estimation was
justified for its tractability in deriving closed-form SE expressions, future work
could explore alternative covariance estimation techniques. The results from
such exploration could provide a richer basis for comparison and yield deeper
insights into the trade-offs between estimation accuracy and pilot overhead.
Additionally, such a comparison may further reinforce our choice of [30] as
the most suitable method for evaluating the impact of the pilot overhead.

• The matter of pilot resource allocation in CFmMIMO systems is a crucial,
yet complex, aspect that warrants further exploration. Moreover, the task
of concurrently addressing pilot allocation and power control can elevate the
challenges but is pivotal for maximizing the overall system performance. The
development of innovative algorithms that tackle both aspects within a unified
framework could be a fertile ground for research and significantly impact
CFmMIMO systems.

• The power control techniques explored in Publications III and IV showed
considerable promise. Further refinement and testing of these methods under
varying scenarios, particularly those involving real-world constraints and non-
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ideal conditions, could provide further valuable insights and developments.
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ABSTRACT

An analytical lower bound on uplink channel capacity of
a user in a massive multiple-input multiple-output system
where the channel vector and the covariance matrices of the
users in that cell are unknown is derived in this paper. This
analytical bound enables us to choose appropriate sample
size for covariance matrix estimation to meet the spectral
efficiency requirements. The accurate agreement between
the derived bound and the simulated bound based on random
samples of channel vectors and covariance matrices is shown.

Index Terms— Achievable rate, spectral efficiency, Mas-
sive multiple-input multiple-output (MIMO), covariance esti-
mation, channel estimation, pilot contamination.

1. INTRODUCTION

Increased spectral efficiency through spatial multiplexing
makes massive multiple-input multiple-output (MIMO) sys-
tem, where each base station (BS) has large number of an-
tennas to serve multiple users within the cell, one of the key
technologies for the next generation mobile networks [1–3].
However, knowledge of channel state information (CSI) at
the BS is essential for the communication between the users
and the BS.

A limited number of pilots are used for channel estima-
tion due to finite coherence time and finite coherence band-
width, which results in the pilot contamination problem in
multi-cell scenarios [1]. It has been shown recently that, un-
der certain assumptions on the spatial covariance matrices,
the sum rate for the massive MIMO system is unbounded de-
spite the presence of pilot contamination [4]. However, this
result assumes availability of the individual user covariance
matrices at the BS, which, in practice, are also contaminated.
Several methods have been proposed in recent literature for
estimating the spatial covariance matrices [5–8], and with the
estimated channel and covariance information, bounds on the
channel capacity are numerically studied in these papers.

However closed form expressions for such bounds uti-
lizing estimated covariance matrices are not available in the

literature, to the best of our knowledge. Such bounds can pro-
vide useful insights into the number of observations needed
for estimating the covariance matrices to achieve a target
spectral efficiency (SE).

In this paper, we derive closed form expressions for the
SE in a massive MIMO system with imperfect channel and
covariance matrix estimates at the BS, thereby characterizing
the SE in terms of the number of samples required to estimate
the covariance matrices.

2. SYSTEM MODEL

A massive MIMO system with L cells having K users within
each of them is considered. All the BSs are assumed to have
M antennas each, and all the users have single antenna.

The uplink (UL) channel between the kth user in the lth

cell, indexed as (l, k), and a BS j is denoted as hlk ∈ CM
(the subscript j is dropped for the sake of simplicity), and
is assumed to be a zero mean circularly symmetric complex
Gaussian random vector, denoted as CN (0,Rlk), where Rlk

is the covariance matrix. The channel is assumed to be con-
stant for τc symbols –length of the coherence block, while its
second order statistics are assumed to be constant for τs co-
herence blocks. Cu symbols are used for UL communication
within each coherence block.

The UL received signal Y ∈ CM×Cu in nth coherence
block at jth BS, is given by:

Y[n] =

L∑
l=1

K∑
k=1

√
µhlkx

ᵀ
lk[n] + N[n] (1)

where µ is the transmit power at each user, N ∈ CM×Cu

is the additive white Gaussian noise whose elements are dis-
tributed as CN (0, 1), xlk ∈ CCu is the signal transmitted by
user (l, k) whose elements are distributed as CN (0, 1). It con-
tains the data signal as well as the pilot signals for estimating
the channel and the covariance matrices.

In the following subsections, the pilot structures and esti-
mation techniques for the channel vector and the covariance
matrices are explained.

4504978-1-5386-4658-8/18/$31.00 ©2019 IEEE ICASSP 2019

Authorized licensed use limited to: AALTO UNIVERSITY. Downloaded on May 02,2023 at 08:54:57 UTC from IEEE Xplore.  Restrictions apply. 



2.1. LMMSE Channel Estimation

The BSs and users are assumed to be perfectly synchronized,
and K symbols in each coherence block are dedicated for UL
channel estimation where each user in a cell is allocated a pi-
lot from a set of K orthogonal sequences. Let pk ∈ CK ,
such that pHk pm = Kδkm, be the pilot transmitted by the kth

user in every cell, and Y(p)[n] ∈ CM×K be the received sig-
nal corresponding to pilot transmissions in the nth coherence
block.

The linear minimum mean squared error (LMMSE) es-
timate of the channel from the target user (j, u) in the nth

coherent block is given by:

ĥju[n] = R̂juQ̂
−1
u ĥLSju [n], n = 1, . . . , τs (2)

where R̂ju is the estimated covariance matrix, Q̂u is an esti-
mate of Qu, and

ĥLSju [n] =
1

K
√
µ

Y(p)[n]p∗u, (3)

Qu = E{ĥLSju (ĥLSju )H} =

L−1∑
l=0

Rlu +
1

Kµ
I. (4)

In the following subsection, we describe pilot structure
and estimation techniques for these covariance matrices.

2.2. Covariance Matrix Estimation

Here, a covariance matrix estimation technique using the pilot
structure introduced in [7] for estimating both R̂ju and Q̂u is
described.

An additional set of pilot sequences {φlk[n]}NR
n=1 for es-

timating Rju is transmitted by user (l, k). Then φlk[n] is
the pilot sequence transmitted in nth coherent block, and it
is given by φlk[n] = [φ̄

ᵀ
k, e

jθlnφ̄
ᵀ
k]ᵀ ∈ CCr (2K ≤ Cr <

Cu), and φ̄k is the sub-sequence used by kth user in all the
cells. It is infact a column chosen from Φ where ΦHΦ =
KICr/2. Here also {θln}NR

n=1 is the random phase sequence
generated for all the users in lth cell such that it is independent
of the channel vectors [7]. Furthermore, it is chosen such that
E(ejθln) = 0. These sequences are independently and iden-
tically distributed (i.i.d) over different cells, and are assumed
to be known at corresponding BS and all the users in the cell.

Regularized covariance matrix Rju estimate and its ex-
pectation are given as follows:

R̂ju , αR̈ju + (1− α)Rb, (5)

where R̈ju = 1
NR

∑NR

n=1 sym
(
ĥ
(1)
ju [n](ĥ

(2)
ju [n])H

)
, sym(·) is

defined as sym(A) , 1
2 (A + AH) and

ĥ
(1)
ju [n] = Y(1)[n]

√
µφ̄
∗
u(µφ̄

ᵀ
uφ̄
∗
u)−1

= hju +
∑
l 6=j

hlu +
1

K
√
µ

N(1)[n]φ̄
∗
u, (6)

ĥ
(2)
ju [n] = Y(2)[n]

√
µe−jθjnφ̄

∗
u(µφ̄

ᵀ
uφ̄
∗
u)−1

= hju +
∑
l 6=j

hlue
−jθjn +

1

K
√
µ

N(2)[n]φ̄
∗
ue
−jθjn , (7)

Y(1)[n] and Y(2)[n] are the received signals that correspond
to the first and second sub-sequences of φ, respectively,
N(1)[n] and N(2)[n] are the noise signals that are additive
to first and second pilot sub-sequence, respectively, Rb is
an arbitrary symmetric positive definite bias-matrix, and α
is a design parameter. For later use, it is useful to define
R̄ju , E{R̂ju} = αRju + (1− α)Rb.

For estimating Qu, an additional set of pilots is not re-
quired, but the received signal that corresponds to pilot se-
quence pu can be utilized to compute an unbiased estimator
of Qu, which is given as follows:

Q̂u =
1

NQ

NQ∑
n=1

ĥLSju [n](ĥLSju [n])H . (8)

In the following section, the SE for the UL channel of a
single target user (j, u) is derived. For the derivation, we con-
sider a matched filter receiver combiner, vju[n] = ĥju[n] =

Ŵjuĥ
LS
ju [n] where Ŵju , R̂juQ̂

−1
u . It is assumed that R̂ju,

Q̂u, and ĥLSju [n] are uncorrelated within a coherence block n,
i.e., R̂ju and Q̂u are computed each from a different set of
coherence blocks that does not include n. Furthermore, it is
assumed that NQ > M .

3. UL SPECTRAL EFFICIENCY

To obtain a lower bound on the channel capacity, we assume
that the codeword is spread over multiple realizations of the
covariance estimates. Then, a lower bound on capacity of the
UL channel from user (j, u) to BS j is given by [6]:

Rju =

(
1− K

Cu
− NRCr

Cuτs

)
log2(1 + γu) [bits/s/Hz]

(9)

where γu is given in (10) at the top of the next page and Rs ,
L−1∑
l=0

K−1∑
k=0

Rlk + 1
µI. The expectation taken in all the terms is

over the random matrix Ŵju.
Before deriving the expectation terms of (10), we give

lemmas that will be useful in the derivation. In what follows,
ER represents the expectation over R̂ju, EQ represents ex-
pectation over Q̂u, and E represents expectation over both.

Lemma 1. Given an arbitrary matrix A ∈ CM×M , and
for any mutually independent M -dimensional random vec-
tors h1, h2, and h distributed as CN (0,R1), CN (0,R2),
and CN (0,R), respectively, we have

E{h1h
H
2 Ah2h

H
1 } = R1tr(AR2), (13)

E{hhHAhhH} = RAR + Rtr(AR). (14)

4505

Authorized licensed use limited to: AALTO UNIVERSITY. Downloaded on May 02,2023 at 08:54:57 UTC from IEEE Xplore.  Restrictions apply. 



γu =
|E{tr(ŴH

juRju)}|2

E{tr(ŴjuQuŴH
juRs)}+

L∑
l=1

E{|tr(ŴH
juRlu)|2} − |E{tr(ŴH

juRju)}|2
(10)

E{tr(ŴjuQuŴ
H
juRs)} = κ1tr(W̄juQuW̄

H
juRs) +

α2κ1
2NR

{
Mtr(RsQu) + tr(Wju)tr(RsRju)

}
(11)

E{|tr(ŴH
juRlu)|2} = κ2|tr(W̄H

juRlu)|2 +
α2κ2
2NR

tr(WluQuW
H
luQu) +

α2κ2
2NR

tr(WluRjuW
H
luRju)

+
κ1
NQ

tr(W̄2
juQuW

2
luQu) +

α2κ1
2NQNR

Mtr(W2
luQ

2
u) +

α2κ1
2NQNR

tr(Wju)tr(W2
luQuRju) (12)

Proof. (13) can be derived by splitting the expectation over
h1 and h2. Proof of (14) is straightforward, but it involves
the values of second and fourth order moments of Gaussian
random variables. Thus, it is left to the reader because of
space limitation.

Lemma 2. Given a Hermitian matrix C ∈ CM×M , an arbi-
trary matrix A ∈ CM×M , and a complex Wishart matrix,
X ∈ CM×M , with N degrees of freedom (represented as
CW(N, I)), we have

E
{

[X−1]ij
}

=
[I]ij

N −M
, (15)

E
{

[X−1]ij [X
−1]lk

}
=

[I]ij [I]lk + 1
N−M [I]lj [I]ik

(N −M)2 − 1
, (16)

E{tr(X−2C)} =
N

(N −M)3 − (N −M)
tr(C), (17)

E{|tr(X−1A)|2} =
|tr(A)|2 + 1

N−M tr(AAH)

(N −M)2 − 1
. (18)

Proof. Proof is available in Appendix.

Lemma 3. Given an arbitrary matrix A ∈ CM×M , we have

E{R̈juAR̈ju} = RjuARju +
1

2NR
Qutr(AQu)

+
1

2NR
Rjutr(ARju) (19)

and

E{|tr(R̈juA)|2} = |tr(RjuA)|2 +
1

2NR
tr(AQuA

HQu)

+
1

2NR
tr(ARjuA

HRju) (20)

Proof. Proof of this lemma uses Lemma 1 and is presented in
Appendix.

Now we are ready to formulate the key theorem.

Theorem 1. The signal component of (10) is given by

Etr{ŴH
juRju} =

NQ
NQ −M

tr(W̄H
juRju). (21)

The first and second terms of the denominator in (10) are
given in (11) and (12) at the top of this page, where κ1 =
NQκ2/(NQ −M), κ2 = N2

Q/((NQ −M)2 − 1), W̄ju ,
R̄juQ

−1
u , and Wlu = RluQ

−1
u .

Proof. We define a matrix Q̃ju as follows:

Q̃ju , NQ(Q
− 1

2
ju Q̂uQ

− 1
2

ju ). (22)

It can be seen that Q̃ju is a Wishart matrix distributed as
W(NQ, I). Using Ŵju = R̂juQ̂

−1
u and (22), the numera-

tor term of (10) can be written as:

Etr{ŴH
juRju} = NQEtr{Q−

1
2

ju Q̃−1ju Q
− 1

2
ju R̂juRju}. (23)

By taking direct expectation over R̂ju in (23) and also using
Lemma 2, (21) can be obtained.

Proof of (11) and (12) is as follows. By substituting
Ŵju = R̂juQ̂

−1
u and (22) into the first and second de-

nominator terms of (10) and by using Lemma 2, we get the
following equations

Etr{ŴjuQuŴ
H
juRs} = κ1ERtr{Q−1u R̂juRsR̂ju}, (24)

E{|tr(ŴH
juRlu)|2} = κ2ER{|tr(Q−1u R̂juRlu)|2}

+
κ1
NQ

ERtr{Q−1u R̂juRluQ
−1
u RluR̂ju} (25)

By using Lemma 3, and by substituting (5) into (24) and (25),
we get (11) and (12), respectively.
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Fig. 1. UL SE of a user in massive MIMO system

4. SIMULATIONS

We consider a massive MIMO system with L = 7 cells each
having K = 10 users, and the number of antennas at the BS
is M = 100. The BSs are separated 300m and the users are
uniformly located in a circle of radius 120m from the BS. The
signal to noise ratio of the received signal from a user that is
at a distance d is given by 78.6 − 37.6 log10 d. In Fig 1, we
compare SE of a user in the central cell for the case of known
covariance matrices, theoretical lower bound on channel ca-
pacity for the estimated covariance case and simulated SE for
the case of estimated covariance matrices.

Number of UL resources used in a coherence block is
chosen to be Cu = 100 symbols, and second order statis-
tics are assumed to be constant for τs = 25000 coherence
blocks. The transmit power of the target is µ = 1. Addi-
tionally, we choose Cr = 2K symbols, NQ = NR (> M ),
α = 0.95, and Rb = I. Sample averaging for all the expecta-
tion terms is computed for 500 iterations for different values
of NR = (170, 850, 1700, 3400, 4250).

It can be seen from Fig 1 that the theoretical achievable
rate for the case of unknown covariance matrix asymptotically
approaches the SE for the known covariance case. Also, the
simulated SE matches the theoretical values.

5. CONCLUSION

An analytical expression for the SE of a user in a massive
MIMO system is derived for the case when the matched fil-
ter receiver combiner uses estimated channel covariance ma-
trices and estimated channel vector. The simulation results
matched that obtained by the theoretical expression derived
in this paper. The accurate agreement between the derived
analytical bound for the SE and the results of simulations is
demonstrated.

6. APPENDIX

Proof of Lemma 2. Proofs of (15) and (16) are given in [9].
Using eigen value decomposition C = UΛUH and de-

noting X̃ = UHXU ∼ W(N, I), (17) can be proved as fol-
lows:

Etr{X−2C} = Etr{X̃−2Λ} =

M∑
i=1

[E{X̃−2}]ii[Λ]ii

= [E{X̃−2}]11tr(Λ) =

M∑
j=1

E
{

[X̃−1]1j [X̃
−1]j1

}
tr(C)

=
N

(N −M)3 − (N −M)
tr(C).

The above derivation uses the fact that [E{X̃−2}]ii is same
for all i ∈ {1 . . .M}.

For (18), E{|tr(X−1A)|2} is expanded as follows:

E{|tr(X−1A)|2} =

M∑
p,q,r,s=1

E{[X−1]pq[X
−1]sr}[A]qp[A

H ]rs

=

M∑
p=1

M∑
s=1

E{[X−1]pp[X
−1]ss}[A]pp[A

H ]ss

+

M∑
p=1

M∑
s=1

E{[X−1]ps[X
−1]sp}[A]sp[A

H ]ps.

Using (16), the above equation can be re-written as in (18).

Proof of Lemma 3. Let us define a pair of mutually inde-
pendent random vectors g

(1)
jju[n] , ĥ

(1)
jju[n] − hju and

g
(2)
jju[n] , ĥ

(2)
jju[n] − hju. Their covariance matrices are

identically equal to Qu −Rju. Additionally, we also de-
fine mutually independent set of matrices as R̆ju[n] ,

sym(ĥ
(1)
ju [n](ĥ

(2)
ju [n])H), ∀n ∈ {1, . . . NR} such that R̈ju =

1
NR

∑NR

n=1 R̆ju[n].

Using the definitions of g
(1)
jju[n] and g

(2)
jju[n], and also

Lemma 1, it can be shown that

E{R̆ju[n]AR̆ju[n]} = RjuARju +
1

2
Qutr(AQu)

+
1

2
Rjutr(ARju), ∀n = 1 to NR, (26)

and

E{|tr(R̆ju[n]A)|2} = |tr(RjuA)|2 +
1

2
tr(AQuA

HQu)

+
1

2
tr(ARjuA

HRju), ∀n = 1 to NR. (27)

Finally, along with the equation R̈ju = 1
NR

∑NR

n=1 R̆ju[n],
(26) and (27) will result in (19) and (20), respectively.
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Abstract— This paper studies the impact of additional pilot
overhead for covariance matrix estimation in a time-division
duplexed (TDD) massive multiple-input multiple-output (MIMO)
system. We choose average uplink (UL) and downlink (DL)
spectral efficiencies (SEs) as performance metrics for the massive
MIMO system, and derive closed form expressions for them
in terms of the additional pilot overhead. The expressions
are derived by considering linear minimum mean squared
error (LMMSE)-type and element-wise LMMSE-type channel
estimates that represent LMMSE and element-wise LMMSE
with estimated covariance matrices, respectively. Using these
expressions, a detailed theoretical analysis of SE behavior as a
function of pilot overhead for both LMMSE-type and element-
wise LMMSE-type channel estimation are presented, followed
by simulations, which also demonstrate and validate theoretical
results.

Index Terms— Spectral efficiency, massive multiple-input
multiple-output (MIMO), covariance estimation, channel estima-
tion, pilot contamination.

I. INTRODUCTION

AMULTI-USER massive multiple-input multiple-output
(MIMO) system comprises multiple cells, each hav-

ing a base station (BS) with a large number of anten-
nas (hundreds) to serve multiple users (tens) within the cell.
It is considered to be one of the key technologies for the
fifth-generation (5G) cellular systems due to the consider-
able improvement in spectral efficiency (SE) through spatial
multiplexing [1]–[5] achieved with low computational com-
plexity [1], [6], [7]. However, acquiring channel state infor-
mation (CSI) at the base station (BS) is essential to realize the
benefits of a massive MIMO system.

We consider a time-division duplexing (TDD) massive
MIMO system where the CSI is acquired through uplink (UL)
pilots. In time-variant channels, the channels in two different
coherence blocks, which is a collection of symbols within
a coherence time and bandwidth, are uncorrelated. Conse-
quently, the channel has to be estimated in each coherence
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block. The number of orthogonal pilots available for channel
estimation in a coherence block is limited by the number of
available symbols in the coherence block that are not reserved
for UL data and DL data, and as a result, UL pilot sequences
need to be reused by users across the cells, causing the pilot
contamination problem [1], [8], [9].

Despite the presence of pilot contamination, under the
assumption that the covariance matrices of interfering users
are asymptotically linearly independent to each other, the sum
rate of the massive MIMO system has been proven to
be unbounded [10]. However, the authors assume that
contamination-free covariance matrices of individual users
are available at the BS, while, in practice, these covariance
matrices also have to be estimated at the BS. Covariance
matrix estimation in a multi-cell TDD massive MIMO system
is a non-trivial task because the channel estimates from which
the covariance matrix estimates are obtained are themselves
contaminated. Naively utilizing the contaminated channel esti-
mates in a sample covariance estimator will result in the target
user covariance matrix estimate containing the covariance
matrices of the interference users. The algorithm that estimates
the target covariance matrix in such a setup needs additional
information from the users to isolate the target user covariance
from the contaminated covariance; this is typically done using
additional pilots.

Methods for estimating the individual covariance matrices in
the presence of pilot contamination have been recently studied
in [11]–[16]. In all these works, the authors assume that
the channel covariance matrices are constant across multiple
coherence blocks, and then, the observations from a few of
these coherence blocks are used to estimate the covariance
matrices. In [11], the authors first estimate the angle-delay
power spread function from the contaminated channel esti-
mates of multiple coherence blocks, then use this function
for supervised/unsupervised clustering of the multipath com-
ponents belonging to the target user. Finally, they use the
clusters to estimate the spatial covariance matrix of the target
user. In [14], the authors develop a method where the pilot
allocation is changed in each coherence block. The channel
estimates obtained from these blocks are then used to obtain
a maximum-likelihood estimate of the contamination-free
covariance matrix. Work [15] presents two methods which
avoid contamination in the covariance matrices by utilizing
dedicated orthogonal pilots for each user for estimating its
individual spatial covariance matrix. In [16], a new pilot
structure and a covariance matrix estimation method are devel-
oped that offer higher throughput and lower mean squared
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error (MSE) of the channel estimates compared to the method
in [15]. Although [16] requires additional pilots for estimating
the individual covariance matrices of each user, it does not
assume any additional structures on the covariance matrices
of the users unlike [11]–[13], and it does not require backhaul
communication between the neighboring cells unlike [14].
Moreover, since the additional pilots in [16] are not dedicated
to each user as in [15], the number of additional pilots in [16]
does not grow with the total number of users in the entire
system. Therefore, in this paper, we choose [16] to study the
performance of covariance estimation method in a massive
MIMO system. In particular, we emphasize the impact of
pilot overhead or choice of channel estimation method on the
performance of a massive MIMO system.

Utilization of the estimated covariance matrices for channel
estimation results in a trade-off for the system performance.
Indeed, increase of the number of additional pilots for esti-
mating the covariance matrices will not only improve the
quality of the covariance estimate (and hence, the channel
estimate) but also increase the pilot overhead. Consequently,
choosing the additional pilot overhead related to estimating
the covariance matrices becomes a key trade-off problem for
the system performance.

Except [11], in all the covariance estimation papers men-
tioned above, the authors derive SE expressions corresponding
to a single realization of covariance estimate. Such an SE is
achievable for a practical receiver which does not have perfect
covariance information. However, one can notice, these papers
use a numerically computed average SE as a performance
metric of covariance estimation method in a massive MIMO
system. Therefore, in this paper, we utilize the SE value that is
averaged over multiple realizations (ensemble average) of the
covariance estimates as a performance metric of the covariance
estimation method in [16]. We first derive average SE expres-
sions for two types of channel estimation methods namely:
(1) LMMSE-type and (2) element-wise LMMSE-type channel
estimation methods, that use estimated covariance matrices.1

Note that, in this paper, we use LMMSE-type/element-wise
LMMSE-type to denote the channel estimation with estimated
covariance matrices, and LMMSE/element-wise LMMSE to
denote channel estimation with true covariance matrices.
Using the derived expressions, we demonstrate the impact
of pilot overhead and channel estimation method on the
performance of the massive MIMO system with imperfect
covariance information at BSs.

The following are the contributions of this paper.

• We first derive closed-form expressions for the average
UL and DL spectral efficiencies when the LMMSE-type
and element-wise LMMSE-type channel estimates are
used in a maximum ratio combiner (MRC) UL receiver,
and in a matched filter precoding DL transmitter.

• Using theoretical and simulation studies on the derived
SE expressions, we establish the fact that the number
of additional pilots for covariance estimation is a key
trade-off parameter that needs to be chosen optimally.

1Some preliminary results are also reported in [17].

• Using these expressions, we then quantitatively compare
the performance of the element-wise LMMSE-type chan-
nel estimate with the LMMSE-type channel estimate.
To the best of our knowledge, this is the first work that
quantitatively compares the average UL/DL SE obtained
with LMMSE-type and element-wise LMMSE-type
estimates.

The paper is organized as follows. In Section II, we describe
the system model along with a brief review of the channel
estimation and covariance matrices estimation methods we
want to study. Section III reports the derivations of the
closed-form expressions for the UL and DL SEs for both the
channel estimation techniques described above. In Section IV,
we present a detailed theoretical discussion on the impact of
pilot overhead and channel estimation technique on massive
MIMO. In Section V we provide the simulation results that
demonstrate the theoretical conclusions made in Section IV.
We conclude this work in Section VI. Technical proofs of
lemmas and theorems in the paper appear in appendices at the
end of the paper.

Notation: We use boldface capital letters for matrices,
and boldface lowercase letters for vectors. The superscripts
(·)∗, (·)ᵀ, and (·)H denote element-wise conjugate, transpose,
and Hermitian transpose operations, respectively. Moreover,
CN (m,R) denotes (circularly symmetric) complex Gaussian
random vector with mean vector m and covariance matrix
R, while W(N,R) denotes Wishart random matrix with N
degrees of freedom and R is the covariance matrix that cor-
responds to underlying Gaussian random vectors. In addition,
U [x1, x2] stands for the uniform distribution between x1 and
x2. The element in ith row and jth column of the matrix A is
denoted as [A]ij , I stands for an identity matrix (of appropriate
size), diag(A) is a diagonal matrix whose diagonal elements
are same as the diagonal elements of the matrix A. We use
tr(·) to denote trace of a matrix, ‖·‖ to denote l2 norm of a
vector or a matrix, i.e., Frobenius norm, and E{·} stands for
the mathematical expectation. Finally, the symbol δij is the
Kronecker delta such that δij = 1 if i = j, and 0 otherwise.

II. SYSTEM MODEL

We consider a massive MIMO system with L cells, each
having a BS with M antennas and serving K single-antenna
users. We make a realistic assumption that the channels
between users and BSs are spatially correlated [18]. The
channel between user (l, k) (kth user in lth cell) and BS
in the jth cell is denoted as hjlk ∈ CM and is assumed to
be distributed as CN (0,Rjlk), where Rjlk � E{hjlkh

H
jlk} is

the spatial covariance matrix. We consider the block-fading
model where the channel is assumed to be constant over the
coherence bandwidth Bc and coherence time Tc. In other
words, the channel is assumed to be constant over a coherence
block containing τc = BcTc symbols.

We consider TDD transmission and each coherence block is
divided into slots for UL pilots, UL and DL data. The number
of data symbols in the UL and DL time slot is denoted as Cu

and Cd, respectively. The channel is assumed to be reciprocal,
i.e., the DL channel between BS j and user (l, k) can be
written as h∗

jlk . This is represented in Fig. 1(a).
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Fig. 1. Time frequency grid and pilot positioning.

We consider two types of UL pilots, namely, (i) pilots
for estimating the channel (also referred to as ChEst pilots)
and (ii) pilots for estimating the covariance matrix (referred
to as CovEst pilots). Both ChEst pilots and CovEst pilots are
assumed to be of length P symbols.

The spatial covariance matrices are assumed to be con-
stant over a considerably longer time-interval and bandwidth
than a single coherence block [11], [14]–[16], [19].2 Specif-
ically, we assume that the covariance matrices are coherent
over the time-interval Ts and system bandwidth Bs, which
implies that they can be assumed to be constant over τs =
BsTs/τc coherence blocks (usually several tens of thousands
of blocks in practice). This time-frequency grid over which
the second-order statistics of the channel are assumed to be
constant is illustrated in Fig. 1(b).

Each of the τs coherence blocks contain ChEst pilots for
channel estimation, whereas only NR out of the τs coherence

2Note that, according to [19], this assumption is valid of urban and rural
environment. Howeever, this is questionable for indoor scenarios.

Fig. 2. Coherence block with additional CovEst pilots.

blocks contain CovEst pilots in addition to the ChEst pilots (as
can be seen in Fig. 1(b)). The coherence blocks that contain
the CovEst pilots are depicted in Fig. 2.

The UL received signal, Yj [n] ∈ CM×Cu , in the nth

coherence block at BS j is given as

Yj [n] =

L∑

l=1

K∑

k=1

√
μhjlkx

ᵀ
lk[n] +Nj [n] (1)

where xlk ∈ CCu is the signal transmitted by user (l, k),
Nj ∈ CM×Cu is the additive white Gaussian noise (AWGN)
at the BS, and μ is the UL transmit power. The transmitted
data xlk is assumed to be distributed as xlk ∼ CN (0, I)
whereas the elements of Nj are assumed to be identically
and independently distributed (i.i.d) as CN (0, 1).

In the DL, the received signal zju[n] ∈ CCd at user (j, u)
in the nth coherence block can be written as

zju[n] =

L∑

l=1

K∑

k=1

√
λ(hH

jlublk)dlk[n] + e[n]

where dlk ∈ CCd is the payload data from BS l to its
user (l, k), blk ∈ CM is the corresponding precoding vector
normalized such that the average transmitted power is λ,
i.e., E{‖blk‖2} = 1, and e ∈ CCd is the AWGN noise
distributed as CN (0, I).

A. Channel Estimation

A dedicated set of P (≥ K) symbols is allocated to
UL pilots for channel estimation in each coherence block,
as shown in Figs. 1(a) and 2. In other words, let pk ∈ CP

denote the ChEst pilot sequence used by the kth user in any
of the L cells. Then, for another user m in the same cell,
we have pH

k pm = Pδkm. We assume that the same P pilots
are reused in each cell and each user is randomly allocated
one of these pilots for channel estimation.

The pilot transmissions in all cells are assumed to be
synchronized. Then, the received signal at BS j during pilot
transmissions in the nth coherence block (denoted as Y(p)

j [n])
can be written as

Y
(p)
j [n] =

L∑

l=1

K∑

k=1

√
μhjlkp

ᵀ
k +N

(p)
j [n] (2)

where N(p)
j [n] ∈ CM×P is the noise during pilot transmission.
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We consider LMMSE and element-wise LMMSE tech-
niques for estimating hjlk from the observed signal Y

(p)
j

given in (2). In what follows, we first review these estimation
techniques.

1) LMMSE Channel Estimation: From (2), the least-squares
(LS) channel estimate of user (j, u) at BS j in the nth coherent
block (denoted as ĥLS

jju[n]) can be obtained as follows3

ĥLS
jju[n] = argmin

g
‖Y(p)

j [n]−√
μgpᵀ

u‖2

= hjju +
∑

l�=j

hjlu +
1

P
√
μ
N

(p)
j [n]p∗

u. (3)

Using this LS channel estimate that serves as a sufficient
statistic for hjju, the resultant LMMSE estimate can be easily
derived to be [15]

ĥLMMSE
jju [n] = RjjuQ

−1
ju ĥ

LS
jju[n]

Qju � E{ĥLS
jju[n](ĥ

LS
jju[n])

H} =

L∑

l=1

Rjlu +
1

Pμ
I.

(4)

Although the channel estimates in the above equation
assume that the covariance information is known, in practice
it has to be estimated at the BS. Therefore, it is reasonable
to replace these matrices with estimated covariance matrices
(R̂jju, and Q̂ju) to get LMMSE-type channel estimate as
follows

ĥjju[n] = R̂jjuQ̂
−1
ju ĥ

LS
jju[n] (5)

For known covariance case, the computational complexity
in evaluating (4) is O(M3). Furthermore, the computational
complexity of a sample covariance matrix of an M×1 channel
vector is O(NM2), where N is the number of samples.
Therefore, the total computational complexity involved in
evaluating (5) is O(M3 + M2 NR + M2 NQ), where NR

and NQ are the number of pilot sequences (samples) used for
computing R̂jju and Q̂ju, respectively.

2) Element-Wise LMMSE Channel Estimation: An alter-
native approach for LMMSE channel estimation is to use
the element-wise LMMSE estimate; this technique requires a
fewer number of samples/pilots for the covariance estimation
that does not grow with M [10].

The element-wise LMMSE estimate of the channel can be
obtained as

[ĥel−LMMSE
jju [n]]p =

[Sjju]pp
[Pju]pp

[ĥLS
jju[n]]p, p ∈ {1, . . . ,M}

where Sjju � diag(Rjju) and Pju � diag(Qju). The
element-wise LMMSE-type estimate with estimated covari-
ance matrices (Ŝjju, and P̂ju) can be written as

[ĥel
jju[n]]p =

[Ŝjju]pp

[P̂ju]pp
[ĥLS

jju[n]]p, p ∈ {1, . . . ,M} (6)

3As the channel observations, in this case, are linear measurements in
gaussian noise, one should note that this is also an MMSE estimator.

Here, each diagonal element of Ŝjju (P̂ju) is computed
using a sample variance estimator of the corresponding ele-
ment of the channel vector. If we use NR (NQ) number of
channel samples for estimating Ŝjju (P̂ju), the computational
complexity involved in evaluating each element of ĥel

jju[n] is
O(NR +NQ). Therefore, the total computational complexity
involved in evaluating ĥel

jju is O(MNR + MNQ). Element-
wise LMMSE-type channel estimation substantially reduces
the computational complexity at the cost of some performance
degradation caused due to the fact that we ignore non-diagonal
elements of R̂jju and Q̂ju. Later in Section V, we compare the
performance of these two channel estimation methods using
simulations.

B. Covariance Matrix Estimation

Several methods to address the covariance matrix estimation
problem have been proposed in literature [11], [14]–[16].
However, among these methods, only the estimators in [15]
and [16] are in closed-form and consequently, lend themselves
to mathematical analysis. Moreover, since [16] is seen to out-
perform [15], we select the estimator in [16] for performance
analysis when the estimate is used for both LMMSE-type and
element-wise LMMSE-type channel estimation. We assume
that the BSs have knowledge of the random phase sequences.

In this subsection, we briefly review the pilot structure
introduced in [16] and the corresponding spatial covariance
estimation method. The objective is to compute a pair of R̂jju

and Q̂ju (or Ŝjju and P̂ju) for each set of τs contiguous
coherence blocks.

To obtain Q̂ju, since the matrix Qju is defined as
the covariance matrix of ĥLS

jju[n], we use these LS chan-
nel estimates from multiple coherence blocks in a sam-
ple covariance estimator. We use a set of NQ (≥ M )
number of LS estimates for computing Q̂ju. Therefore,
we have the following unbiased covariance estimator Q̂ju =
1

NQ

∑NQ

n=1 ĥ
LS
jju[n](ĥ

LS
jju[n])

H . Similarly, the unbiased esti-
mate of Pju is obtained using a sample covariance estimator as
follows

[P̂ju]pp =
1

NQ

NQ∑

n=1

|[ĥLS
jju[n]]p|2, ∀p ∈ 1 . . .M.

For estimating Rjju and Sjju, as depicted by the red
coherence blocks in Fig. 1(b), each user transmits an additional
pilot sequence of length P symbols for NR out of the τs
coherence blocks. Specifically, the CovEst pilots, denoted as
{φlk[n]}NR

n=1, are transmitted by the user (l, k), with the pilot
sequence in nth coherence block given as a phase-shifted
version of the ChEst pilot, i.e., φlk[n] = ejθlnpk. The
phase-shifts {θln}NR

n=1 are (pseudo-)random and are generated
such that {θln}NR

n=1 is independent of the channel vectors
and satisfies E{ejθln} = 0 [16]. A random sequence that
satisfies both these properties is θln ∼ U [0, 2π). Furthermore,
the random phase sequences are assumed to be i.i.d across
cells.

Now, let Y
(r)
j [n] be the received signal when the users

transmit the CovEst pilots φju[n]. Then, Y
(r)
j [n] can be
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written as

Y
(r)
j [n] =

L∑

l=1

K∑

k=1

√
μhjlkφ

ᵀ
lk[n] +N

(r)
j [n] (7)

where N
(r)
j [n] is the AWGN noise at the BS that has the same

statistics as N
(p)
j [n].

We denote LS channel estimates obtained from the pilots
pu and φju as ĥ

(1)
jju[n] and ĥ

(2)
jju[n], respectively. Using (2)

and (7) and by using the fact that φlk[n] = ejθlnpk, the LS
estimates can be straightforwardly obtained as [16]

ĥ
(1)
jju[n] = hjju +

∑

l�=j

hjlu +
1

P
√
μ
N

(p)
j [n]p∗

u (8)

ĥ
(2)
jju[n] = hjju +

∑

l�=j

hjlue
j(θln−θjn)

+
1

P
√
μ
N

(r)
j [n]p∗

ue
−jθjn (9)

In the following subsections, we describe both cases of com-
plete and diagonal matrix estimation using the aforementioned
LS channel estimates.

1) Estimation of R̂jju: Note that the second and third terms
in (8), corresponding to the interference and noise, respec-
tively, are independent of the second and third terms in (9).
Consequently, the cross-correlation of ĥ

(1)
jju[n] and ĥ

(2)
jju[n]

can be easily shown to be same as the covariance matrix
Rjju [16]. Therefore, we can use the following unbiased
Hermitian-symmetric sample cross-covariance matrix as an
estimate for Rjju

R̈jju =
1

2NR

NR∑

n=1

ĥ
(1)
jju[n]

(
ĥ
(2)
jju[n]

)H

+
1

2NR

NR∑

n=1

ĥ
(2)
jju[n]

(
ĥ
(1)
jju[n]

)H

(10)

As NR → ∞, one can show that the estimated covariance
matrix converges in probability to the true covariance matrix,
i.e., R̈jju

P−→
NR→∞

Rjju. However, this unbiased covariance

estimator does not guarantee positive diagonal elements for
finite NR. Therefore, we consider a regularized estimate for
the covariance matrix given by

R̂jju = αRR̈jju + (1− αR)Rb (11)

where Rb is an arbitrary symmetric positive definite bias-
matrix, and αR is a design parameter. Additionally, it is useful
to define R̄jju to denote the expected value of R̂jju as
R̄jju � E{R̂jju} = αRRjju + (1− αR)Rb.

2) Estimation of Sjju: For element-wise LMMSE-type
estimation, it is sufficient to estimate the diagonal matrix
Sjju. Therefore, we use an unbiased Hermitian-symmetric
covariance estimate S̈jju (similar to R̈jju) as follows

[S̈jju]pp

=
1

2NR

NR∑

n=1

[ĥ
(1)
jju[n]]p[ĥ

(2)
jju[n]]

∗
p

+
1

2NR

NR∑

n=1

[ĥ
(2)
jju[n]]p[ĥ

(1)
jju[n]]

∗
p, ∀p ∈ 1 . . .M. (12)

A regularized estimate for Sjju is given by

Ŝjju = αRS̈jju + (1− αR)diag(Rb). (13)

We define S̄jju as the expected value of Ŝjju, S̄jju �
E{Ŝjju} = αRSjju + (1− αR)diag(Rb), for future use.

In summary, the BS needs to compute channel covariance
matrices for each set of τs coherence blocks in order to
obtain the LMMSE-type/element-wise LMMSE-type channel
estimates in each coherence block within the set.

III. AVERAGE UL AND DL SPECTRAL EFFICIENCIES

AS PERFORMANCE METRIC

In order to analyze the performance of the covariance
estimation algorithm in a massive MIMO system, we derive a
closed-form expression for a performance metric that captures
the impact of pilot overhead. Clearly, the performance of
a massive MIMO system directly depends on the quality
of channel covariance estimates. In the literature [14]–[16],
the achievable SE value is typically computed for a single set
of τs coherence blocks as a function of the estimated covari-
ance matrices corresponding to that set. Such an SE value
corresponding to a single realization of covariance matrices
is particularly important for designing practical receivers but
does not clearly capture the impact of covariance estimation.
Therefore, we consider average SE computed across different
realizations of the covariance matrices (ensemble average) as
the performance metric. We derive closed-form expressions
for average SE for both UL and DL data for LMMSE-type
and element-wise LMMSE-type channel estimation.4 Note that
the maximum ratio combining corresponds to a lower SE
value when compared to LMMSE combining [10]. Moreover,
the aim of the average SE-based performance metric derived
in this paper is to capture the impact pilot overhead but not
to present an achievable rate. Therefore, we use matched filter
precoding and maximum ratio combining for deriving the SE
expressions in the DL and UL communication, respectively.

A. Uplink Spectral Efficiency

In this section, the average SE for the UL channel of a target
user (j, u) is derived when the channel estimates are used
in a maximum ratio combiner at the BS. For the maximum
ratio combiner, the combining vector vju[n] can be written as
vju[n] = ĥjju[n] = Ŵjuĥ

LS
jju[n], where

Ŵju =

⎧
⎪⎨
⎪⎩

R̂jjuQ̂
−1
ju , LMMSE-type channel estimate

ŜjjuP̂
−1
ju , element-wise LMMSE-type

channel estimate.

For the sake of mathematical tractability, we make the
following assumptions

• R̂jju (Ŝjju) and Q̂ju (P̂ju) are each computed from
a different non-overlapping set of coherence blocks that
does not include nth block [15]. Consequently, the ran-
dom variables R̂jju/Ŝjju, Q̂ju/P̂ju, and ĥLS

jju[n] are
mutually uncorrelated.

4Note that, [14]–[16] utilize numerically computed average rate as a
performance measure for covariance matrix estimation method.
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• For the LMMSE-type channel estimate, NQ is assumed
greater than M , so that the distribution of Q̂−1

ju is
non-degenerate inverse Wishart.

The received combined signal is given by

vH
juyj =

√
μE{vH

juhjju}xju

+
√
μ(vH

juhjju − E{vH
juhjju})xju

+
∑

k �=u

√
μvH

juhjjkxjk

+
∑

l�=j

K∑

k=1

√
μvH

juhjlkxlk + vH
junj (14)

In (14), the first term corresponds to the signal component,
the second term is a result of the uncertainty in the array
gain, the third term corresponds to the non-coherent intra-
cell interference, the fourth term corresponds to the coherent
interference from pilot contamination, and the last term corre-
sponds to the additive noise component. Since the first term is
uncorrelated with the subsequent terms, a lower bound on SE
of the UL channel from user (j, u) to BS j can be obtained
as [15]

SE
(ul)
ju =

(
1− P

Cu
− NRP

Cuτs

)
log2

(
1 + γ

(ul)
ju

)
, [bits/s/Hz]

where γ
(ul)
ju is given by

γ
(ul)
ju =

|E{vH
juhjju}|2∑

l,k

E{|vH
juhjlk|2} − |E{vH

juhjju}|2 + 1
μE{vH

juvju}

and the expectation E{·} is over the channel realizations.
In the pre-log factor, P/Cu accounts for ChEst pilots, and
NRP/Cuτs accounts for CovEst pilots. However, since we
assume that Ŵju and ĥLS

jju[n] are mutually independent,
we have E{·} = EW {EhLS{·}}, where EW is the expectation
over Ŵju, and EhLS is the expectation over the LS estimate.

Let Rs �
L∑
l=1

K∑
k=1

Rjlk + 1
μI. Then, the signal to interference

plus noise ratio (SINR) expression can be further simplified
to (15) [15], as shown at the bottom of the next page.

B. Uplink Spectral Efficiency When Ŵju = R̂jjuQ̂
−1
ju

In this subsection, expressions for all the terms given in (15)
are derived for the case when Ŵju = R̂jjuQ̂

−1
ju . In what

follows, ER{·} represents the expectation over R̂jju, EQ{·}
represents the expectation over Q̂ju, and EW {·} represents
the expectation over both R̂jju and Q̂ju. It should be noted
that, as already mentioned, we have assumed that R̂jju and
Q̂ju are estimated from different pilot resources (coherence
blocks) such that the estimates are independent to each other.
Therefore, ER{·} and EQ{·} can be evaluated independently.

Before analytically deriving the expectations for the terms
in (15), we present some useful lemmas.

Lemma 1: Given an arbitrary matrix A ∈ CM×M , and
for any mutually independent M-dimensional random vector
h distributed as CN (0,R), we have

E{hhHAhhH} = RAR+Rtr(AR) (17)

E{|hHAh|2} = |tr(AHR)|2 + tr(ARAHR). (18)
Proof: The proof is available in Appendix A.

Lemma 2: Given a Hermitian matrix C ∈ CM×M , an arbi-
trary matrix A ∈ CM×M , and a complex Wishart matrix,
X ∈ CM×M , distributed as W(N, I), we have

E
{
[X−1]ij

}
=

[I]ij
N −M

(19)

E
{
[X−1]ij [X

−1]lk
}
=

[I]ij [I]lk + 1
N−M [I]lj [I]ik

(N −M)2 − 1
(20)

E{tr(X−2C)} =
N

(N −M)3 − (N −M)
tr(C) (21)

E{|tr(X−1A)|2} =
|tr(A)|2 + 1

N−M tr(AAH)

(N −M)2 − 1
. (22)

Proof: The proof is available in Appendix B.
Lemma 3: Given an arbitrary matrix A ∈ CM×M , we have

E{R̈jjuAR̈jju}
= RjjuARjju

+
1

2NR
Qjutr(AQju) +

1

2NR
Rjjutr(ARjju) (23)

E{|tr(R̈jjuA)|2}
= |tr(RjjuA)|2

+
1

2NR

{
tr(AQjuA

HQju) + tr(ARjjuA
HRjju)

}

(24)
Proof: The proof of this lemma uses Lemma 1 and is

presented in Appendix C.
Now we are ready to formulate the key theorem of this
subsection.

Theorem 1: The numerator term of (15) when Ŵju =
R̂jjuQ̂

−1
ju is given by

EW {tr(ŴH
juRjju)}

= tr(WH
juRjju)

+

{
NQ

NQ −M
tr(W̄H

juRjju)− tr(WH
juRjju)

}
(25)

The first and second terms of the denominator in (15) are
given by

EW {tr(ŴjuQjuŴ
H
juRs)}

= tr(WjuQjuW
H
juRs)

+

{
κ1tr(W̄juQjuW̄

H
juRs)− tr(WjuQjuW

H
juRs)

+
α2
Rκ1

2NR
Mtr(RsQju) +

α2
Rκ1

2NR
tr(Wju)tr(RsRjju)

}

(26)

and (16), as shown at the bottom of the next page, respectively.
Here, κ1 � NQκ2/(NQ −M), κ2 � N2

Q/((NQ−M)2−1),
W̄ju � R̄jjuQ

−1
ju and Wlu � RjluQ

−1
ju for all l = 1 to L.

Proof: We define a matrix Q̃ju as

Q̃ju � NQ(Q
− 1

2

ju Q̂juQ
− 1

2

ju ). (27)



8248 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 69, NO. 12, DECEMBER 2021

It can be seen that Q̃ju is Wishart distributed,
i.e., W(NQ, I).

Using (27) and the fact that Ŵju = R̂jjuQ̂
−1
ju , the numer-

ator term of (15) can be written as

EW {tr(ŴH
juRjju)}
= NQEW {tr(Q− 1

2

ju Q̃−1
ju Q

− 1
2

ju R̂jjuRjju)}. (28)

Taking direct expectation over R̂jju in (28) and also using
Lemma 2, (25) can be obtained.

Proof of (26) and (16) is as follows. Substituting
Ŵju = R̂jjuQ̂

−1
ju into the first and second terms in the

denominator of (15) and using Lemma 2, we get the following
equations

EW {tr(ŴjuQjuŴ
H
juRs)}

= κ1ER{tr(Q−1
ju R̂jjuRsR̂jju)} (29)

EW {|tr(ŴH
juRjlu)|2}

= κ2ER{|tr(Q−1
ju R̂jjuRjlu)|2}

+
κ1

NQ
ER{tr(Q−1

ju R̂jjuR
2
jluR̂jjuQ

−1
ju )}. (30)

Then using Lemma 3, and substituting (11) into (29)
and (30), we get (26) and (16), respectively.
Note that the expectation terms given in Theorem 1 contain
two components: (i) the component that corresponds to known
covariance information (first term of the right-hand side of
the equations) and (ii) a penalty component (all terms except
the first term of the right-hand side of the equations) due to
regularization of Rjju estimate and due to imperfect channel
covariance information. Note that for αR = 1, and as NR and
NQ tend to infinity, the penalty components of the expectation
terms vanish.

C. Uplink Spectral Efficiency When Ŵju = ŜjjuP̂
−1
ju

In this subsection, we present the derivations for all the
terms given in (15) when Ŵju = ŜjjuP̂

−1
ju . In what follows,

ES{·} represents the expectation over Ŝjju, EP {·} represents
the expectation over P̂ju, and EW {·} represents the expecta-
tion over both Ŝjju and P̂ju.

Before analytically deriving the expectations for the terms
in (15), we present some useful lemmas.

Lemma 4: Given a zero mean complex Gaussian 2 × 1
random vector h = [h1, h2]

ᵀ with covariance matrix

R =

[
r11 r12
r21 r22

]

we can state that E{|h1|2|h2|2} = r11r22 + r12r21.
Proof: The proof of this lemma is straight forward to

obtain and we omit it due to lack of space.
Lemma 5: Given arbitrary matrices A1 ∈ CM×M ,

A2 ∈ CM×M , A ∈ CM×M , and a matrix Y = Z/2, where
Z is a diagonal matrix whose elements are i.i.d. χ2 random
variables with 2N -degrees of freedom (N > 2), we have

E{tr(Y−1A1Y
−1A2)} = τ1tr(A1A2) + τ2tr(A1dA2d)

(31)

E{|tr(Y−1A)|2} = τ1|tr(A)|2 + τ2tr(A
H
d Ad) (32)

where τ1 � 1/(N − 1)2, τ2 � τ1/(N − 2), A1d � diag(A1),
A2d � diag(A2), and Ad � diag(A).

Proof: The proof is available in Appendix D.
Lemma 6: Given an arbitrary matrix A ∈ CM×M and an

arbitrary diagonal matrix D ∈ RM×M , then

E{S̈jjuAS̈jju} = SjjuASjju +
1

2NR
A ◦Qju ◦Qju

+
1

2NR
A ◦Rjju ◦Rjju (33)

E{|tr(S̈jjuD)|2} = |tr(SjjuD)|2

+
1

2NR

M∑

p=1

M∑

q=1

[D(Qju ◦Qju)D]pq

+
1

2NR

M∑

p=1

M∑

q=1

[D(Rjju ◦Rjju)D]pq

(34)
Proof: The proof is available in Appendix E.

Now we are ready to formulate the key theorem of this
subsection.

Theorem 2: The numerator term of (15) when
Ŵju = ŜjjuP̂

−1
ju is given by

EW {tr(ŴH
juRjju)}

= tr(W̄H
juRjju)

+

{
NQ

(NQ − 1)
tr(W̄H

juRjju)− tr(WH
juRjju)

}
(35)

γ
(ul)
ju =

|EW {tr(ŴH
juRjju)}|2

EW {tr(ŴjuQjuŴH
juRs)} +

L∑
l=1

EW {|tr(ŴH
juRjlu)|2} − |EW {tr(ŴH

juRjju)}|2
(15)

EW {|tr(ŴH
juRjlu)|2} = |tr(WH

juRjlu)|2 +
{
κ2|tr(W̄H

juRjlu)|2 − |tr(WH
juRjlu)|2 +

α2
Rκ2

2NR
tr(WluQjuW

H
luQju)

+
α2
Rκ2

2NR
tr(WluRjjuW

H
luRjju) +

κ1

NQ
tr(W̄H

juW̄juQjuW
H
luWluQju) +

α2
Rκ1

2NQNR
Mtr(W2

jluQ
2
ju)

+
α2
Rκ1

2NQNR
tr(Wju)tr(W

2
jluQjuRjju)

}
(16)
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The first and second terms of the denominator in (15)
are given by (36) and (37), as shown at the bottom of
the next page, respectively, where κ3 = N2

Q/(NQ − 1)2,
κ4 = κ3/(NQ − 2), Ss � diag(Rs), W̄ju � S̄jjuP

−1
ju and

Wlu � SjluP
−1
ju for all l = 1 to L.

Proof: We define the diagonal matrix P̃ju as follows

P̃ju � NQ(P
−1
ju P̂ju). (39)

It can be seen that the elements of 2P̃ju are i.i.d. χ2 random
variables with 2N -degrees of freedom. Using (39) and the fact
that Ŵju = ŜjjuP̂

−1
ju , the numerator term of (15) can be

written as

EW {tr(ŴH
juRjju)}

= NQEW {tr(P̃−1
ju P

−1
ju ŜjjuRjju)}

= NQ

M∑

p=1

EP {[P̃−1
ju ]pp}ES{[P−1

ju ŜjjuRjju]pp}. (40)

Taking direct expectation over Ŝjju in (40) and using the
properties of inverse χ2 distribution, (35) can be obtained.

Proof of (36) and (37) is as follows. Substituting Ŵju =
ŜjjuP̂

−1
ju and (39) into the first and second denominator terms

of (15) and using Lemma 5, we get the following equations

EW {tr(ŴjuQjuŴ
H
juRs)}

= κ3ES{tr(P−1
ju QjuP

−1
ju ŜjjuRsŜjju)}

+ κ4ES{tr(P−1
ju ŜjjuSsŜjju)} (41)

EW {|tr(ŴH
juRjlu)|2}

= κ3ES{|tr(P−1
ju ŜjjuSjlu)|2}

+ κ4ES{tr(P−2
ju Ŝ2

jjuS
2
jlu)}. (42)

Then using Lemma 6 and substituting (13) into (41)
and (42), we get (36) and (37), respectively.
Similar to Theorem 1, the penalty components of the expec-
tation terms given in Theorem 2 also vanish if αR = 1, and
as NR and NQ tend to infinity.

D. Downlink Spectral Efficiency

The DL spectral efficiency for user (j, u)
is given in this section for a matched filter

precoder, i.e., bju = ĥjju[n]/
√
E{‖ĥjju[n]‖2} =

Ŵjuĥ
LS
jju/

√
E{‖ŴjuĥLS

jju[n]‖2}. Therefore, the received
signal at user (j, u) can be written as

zju =
√
λE{bH

juhjju}dju
+
√
λ(bH

juhjju − E{bH
juhjju})dju

+
∑

k �=u

√
λ(bH

juhjjk)djk

+
∑

l�=j

K∑

k=1

√
λ(bH

juhjlk)dlk + eju. (43)

Here, we assume that the scalar in the denominator of the

precoding vector,
√
E{‖ĥjju[n]‖2}, is a known constant at the

BS. The first term in (43) corresponds to the desired signal
component, the second term corresponds to the uncertainty in
the DL transmit array gain, the third term corresponds to the
non-coherent intra-cell interference, the coherent interference
from pilot contamination given by the fourth term, and the
last term represents the additive noise component. The second
term in (43) corresponds to the uncertainty in the DL transmit
array gain. Then, due to the similarity between the UL received
combined signal in (14) to the DL received signal, a lower
bound on DL channel SE of the user (j, u) can be easily
shown to be

SE
(dl)
ju = log2

(
1 + γ

(dl)
ju

)
[bits/s/Hz],

where γ
(dl)
ju is given by (38), as shown at the bottom of

the next page, and R
(dl)
s �

L∑
l=1

K∑
k=1

Rjlk. We utilize channel

reciprocity and avoid the use of DL pilots. Consequently, there
is no pre-log factor for the SE expression. The expectation
taken in all the terms of (38) is over the random matrix
Ŵju. However, Ŵju = R̂jjuQ̂

−1
ju for the LMMSE-type

channel estimation and Ŵju = ŜjjuP̂
−1
ju for the element-wise

LMMSE-type channel estimation. These expectation terms are
already presented in Theorems 1, and 2 for the LMMSE-type,
and element-wise LMMSE-type, respectively. Furthermore,
Rs should be replaced by R

(dl)
s in computing the expectation

terms.

IV. MAIN DISCUSSION: IMPACT OF PILOT OVERHEAD

AND CHANNEL ESTIMATION

Based on the closed-form SE expressions derived in the
previous section, we have established a direct relation between
the average SE value and the parameters NR and NQ.
Thus, we discuss here the impact of these parameters on
the SE corresponding to the LMMSE-type and element-wise
LMMSE-type channel estimation. We also address the ques-
tion of how to choose between LMMSE-type and element-wise
LMMSE-type channel estimations.

It can be noted from the expectation terms in Theorems 1
and 2 that the penalty components due to imperfect covariance
information gradually vanish with an increase in NR and
NQ, but the penalty due to the regularization remains finite.
Furthermore, if ||Wju − W̄ju||/||Wju|| � 1 (i.e., if αR is
close to 1), one can state that these expectation terms converge
to the values that correspond to the known covariance case.
However, despite leading to an improvement in γ

(ul)
ju (due to

convergence of the expected values), an increase in NR also
causes a degradation in the pre-log factor of the derived UL
SE expression. Therefore, the choice of NR impacts UL SE
in two ways: (i) smaller the value of NR, higher the error in
covariance estimation and hence lower the value of UL SE
and (ii) larger the value of NR, higher the consumption of UL
resources and hence lower the value of UL SE. Whereas, due
to the absence of DL pilots, the DL SE does not degrade with
an increase in NR; it gradually rises to the DL SE value that
corresponds to the known covariance case. Larger NQ makes
both the UL and DL SE better due to the improved estimates
of Qju (or Pju). Therefore, given an SE requirement, the aim
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here is to choose minimum NR and NQ values that are
sufficient to provide the desired SE.

Since estimating Qju (or Pju) does not involve additional
pilot transmission, choosing NQ is not as critical as choosing
NR. Therefore, if we consider NQ as known, it is also
important to derive NR values that make the LMMSE-type
channel estimation preferable to the element-wise
LMMSE-type one, and vice-versa. By comparing the
UL/DL SINR values (in (15) or (38)) for the two channel
estimation techniques, we can compute a threshold, N̄R,
such that the element-wise LMMSE-type estimator is
preferable if NR < N̄R, and the LMMSE-type estimator is
preferable otherwise. Note that N̄R is different for UL and
DL covariance estimation. It can be obtained by equating the
SINR expressions for the LMMSE-type and element-wise
LMMSE-type channel estimation techniques (for UL and DL)
and solving the corresponding equation for NR. After some
straight forward algebra, N̄R can be obtained in the form

N̄R =
fc− ah

ag − fb
(44)

where b, c, g and h are given at the bottom of the next page
along with the following parameters

a =

(
NQ

NQ −M
tr(W̄H

juRjju)

)2

f =

(
NQ

(NQ − 1)
tr(W̄H

juRjju)

)2

S̄s = diag(R̄s); R̄s =

{
Rs, for UL

R(dl)
s , for DL

d =

⎧
⎨
⎩

0, for UL
1

λ
, for DL.

Note that N̄R is a function of NQ which can take any
real value. Thus, if N̄R is negative for some value of NQ,

it means, for that particular choice of NQ, there is no valid NR

that makes the LMMSE-type channel estimation preferable.
Consequently, using (44), we can also compute a threshold
for NQ below which element-wise LMMSE-type channel
estimation is always preferred. However, deriving a theoretical
expression for such a threshold is extremely difficult. It can
be easily computed numerically.

Therefore, the closed-form expressions for average UL
and DL SE, for the LMMSE-type and element-wise
LMMSE-type channel estimation methods serve as tools for
choosing different design parameters, and also as a tool for
choosing a preferred channel estimation technique. In practice,
with approximate models of the covariance matrix of an
individual user in a massive MIMO system, the derived expres-
sions for average SE enables us to choose these parameters for
the desired UL and DL SE values.

In what follows, we validate the derived theoretical SE
expressions with simulated SE obtained by averaging over
multiple realizations of random covariance estimation matri-
ces. Then, we compare the theoretical SE expressions with
the SE expressions that correspond to known covariance case.
Finally, we also depict the impact of NR on the SE.

V. SIMULATION RESULTS

We consider a massive MIMO system with L = 7 cells,
each comprising a BS with M = 100 antennas and K = 10
users. The BSs are at a distance of 300 m apart from each
other, and the users are uniformly spaced at a distance of
120 m from the BS in their cells. The users that reuse the
same pilot in different cells are at the same position relative
to the corresponding BSs. The angular spread of the channel
cluster is assumed to be 20◦, within which the received
paths from a user are assumed to be uniformly distributed.
We consider a 3GPP urban macro (UMa) [20] scenario with
a non-line-of-sight (N-LOS) channel for simulating the path
loss model. The mean path loss of the received signal from a

EW {tr(ŴjuQjuŴ
H
juRs)}

= tr(WjuQjuW
H
juRs) +

{
κ3tr(W̄juQjuW̄

H
juRs)− tr(WjuQjuW

H
juRs)

+
α2
Rκ3

2NR
tr
(
P−1

ju QjuP
−1
ju {Rs ◦Qju ◦Qju}+P−1

ju QjuP
−1
ju {Rs ◦Rjju ◦Rjju}

)
+ κ4tr(W̄juPjuW̄

H
juSs)

+
α2
Rκ4

2NR
tr(SsPju) +

α2
Rκ4

2NR
tr(WjuSsSjju)

}
(36)

EW {|tr(ŴH
juRjlu)|2}

= |tr(WH
juSjlu)|2 +

{
κ3|tr(W̄H

juSjlu)|2 − |tr(WH
juSjlu)|2 +

α2
Rκ3

2NR

M∑

p=1

M∑

q=1

[Wlu(Qju ◦Qju)Wlu]pq

+
α2
Rκ3

2NR

M∑

p=1

M∑

q=1

[Wlu(Rjju ◦Rjju)Wlu]pq + κ4tr(W̄
2
juS

2
jlu) +

α2
Rκ4

2NR
tr(W2

luP
2
ju) +

α2
Rκ4

2NR
tr(W2

luS
2
jju)

}
(37)

γ
(dl)
ju =

|EW {tr(ŴH
juRjju)}|2

EW {tr(ŴjuQjuŴH
juR

(dl)
s )}+

L∑
l=1

EW {|tr(ŴH
juRjlu)|2} − |EW {tr(ŴH

juRjju)}|2 + 1
λ

(38)
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user that is at a distance d ( in m) from the BS is given as
PL(f, d) = 32.4+20 log10 (f/1 GHz)+30 log10(d3D/1 m),
where d3D =

√
d2 + (hBS − hUT )2 m, f is the carrier

frequency, hBS is the height of a BS in m, and hUT is the
height of a UE in m. Therefore, the mean received SNR,
in dB, is given by SNR = PT−PL−10 log10(kToB)−NF ,
where PT is the transmit power, k is the Boltzmann constant,
T0 = 290 K is the nominal temperature, B is the signal
bandwidth, and NF is the noise figure in dB. In this setup,
we consider f = 3.4 GHz, PT = 6 dBm, B = 40 MHz,
NF = 10 dB, hBS = 25 m, and hUT = 1.5 m which results
in the mean SNR of the received signal from a user that is at
a distance d from the BS to be given by 46.93−30 log10 d3D.

The number of symbols that are dedicated for UL transmis-
sion within each coherence block is chosen to be Cu = 100
symbols. We choose the number of symbols used for the
ChEst (and also the CovEst) pilot to be P = 10. Second-order
statistics of the channel are assumed to be constant for τs =
25000 coherence blocks, and the UL transmit power is μ = 1,
and the DL transmit power is λ = 10. Additionally, we choose
αR = 0.95, and Rb = I. Sample averaging for all the
expectation terms is computed using 2000 trials for different
values of NR = {125, 250, 500, 1000, 2000, 4000, 8000}.

A. Uplink Spectral Efficiency

For this simulation example, we consider the UL SE
expressions that correspond to the two channel estimation
techniques: LMMSE-type channel estimation and the element-
wise LMMSE-type channel estimation, each in combination
with two beamforming techniques, which are MRC and ZF
combining.5 In Fig. 3, we plot the SE as a function of NR

for the two aforementioned channel estimation techniques and
beamforming techniques. Fig. 3(a) depicts the SE values for
NQ = 125 and Fig. 3(b) shows SE values for NQ = 4000.
In both the subplots, we present SE values corresponding to
known covariance matrices and theoretical SE values (only
for the MRC combining case) as well as simulated SE values

5In practice, ZF is a good choice for beamforming [21].

corresponding to the two channel estimation techniques that
use the estimated covariance matrices.

In Fig. 3, it can be noticed that the theoretical SE, cor-
responding to LMMSE-type channel estimation and MRC
combining, initially rises with NR to approach the SE that
corresponds to LMMSE channel estimation, followed by a
drop in the theoretical SE at NR = 8000. In contrast,
the theoretical SE, corresponding to element-wise LMMSE-
type channel estimation and MRC combining, approaches the
SE corresponding to element-wise LMMSE channel estima-
tion for NR value as low as 125 and reaches its maximum at
NR = 500. Then, the theoretical SE reduces linearly with
a further increase in NR as the pilot overhead increases.
Moreover, the simulated SEs match the theoretical values
for both the channel estimation techniques tested, thereby
validating the derivations presented in the paper.

The initial rise of the theoretical SEs is due to the improve-
ment in the covariance estimates caused by the increase in
the number of samples for estimation. However, a further
increase in NR results in a drop in UL SEs due to the pre-log
factor. Despite the improvement in estimation quality of the
covariance matrices, the SEs drop because of the consumption
of UL resources for the additional CovEst pilots. This validates
the theoretical analysis done in Section IV. Moreover, it should
be noted that the LMMSE should always perform better than
element-wise LMMSE as the correlation between antenna
elements’ channels are ignored in element-wise LMMSE.
However, due to imperfect covariance information, element-
wise LMMSE-type is not necessarily better than LMMSE-
type. Specifically, element-wise LMMSE-type is expected to
outperform the LMMSE-type when NR ≤ N̄R.

It can be seen from Fig. 3(a) and Fig. 3(b) that using
element-wise LMMSE channel estimation instead of LMMSE
channel estimation leads to a drop in SE. However, it is evident
that the element-wise LMMSE-type channel estimation com-
pletely outperforms the LMMSE-type channel estimation for
all the NR values and for NQ = 125. It can also be noted that
even for NQ = 4000, the element-wise LMMSE-type channel
estimation outperforms the LMMSE-type channel estimation

b = κ1tr(W̄juQjuW̄
H
juR̄s) +

L∑

l=1

{
κ2|tr(W̄H

juRjlu)|2 +
κ1

NQ
tr(W̄H

juW̄juQjuW
H
luWluQju)

}
−a+ d

c =
α2
Rκ1

2

{
Mtr(R̄sQju) + tr(Wju)tr(R̄sRjju)

}
+

α2
Rκ2

2

L∑

l=1

{
tr(WluQjuW

H
luQju) + tr(WluRjjuW

H
luRjju)

}

+
α2
Rκ1

2NQ

L∑

l=1

{
Mtr(W2

jluQ
2
ju) + tr(Wju)tr(W

2
jluQjuRjju)

}

g = κ3

{
tr(W̄juQjuW̄

H
juR̄s) +

L∑

l=1

|tr(W̄H
juSjlu)|2

}
+ κ4

{
tr(W̄juPjuW̄

H
juS̄s) +

L∑

l=1

tr(W̄2
juS

2
jlu)

}
− f + d

h =
α2
Rκ3

2
tr
(
P−1

ju QjuP
−1
ju {R̄s ◦Qju ◦Qju}+P−1

ju QjuP
−1
ju {R̄s ◦Rjju ◦Rjju}

)
+

α2
Rκ4

2

{
tr(S̄sPju) + tr(WjuS̄sSjju)

+
L∑

l=1

tr(W2
luP

2
ju) +

L∑

l=1

tr(W2
luS

2
jju)

}
+

α2
Rκ3

2

M∑

p=1

M∑

q=1

{
[Wlu(Qju ◦Qju)Wlu]pq + [Wlu(Rjju ◦Rjju)Wlu]pq

}
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Fig. 3. UL SE for different channel estimation techniques.

for NR = 125. Moreover, for NQ = 4000, N̄R given in
Section IV matches exactly with the NR value for which the
LMMSE-type and element-wise LMMSE-type channel esti-
mations have the same performance. Therefore, the minimum
SE guaranteed for a massive MIMO system with imperfect
covariance information is the SE provided by the element-wise
LMMSE channel estimator.6 This SE can be achieved by using
element-wise LMMSE-type channel estimation with very low
values of NR and NQ, and with low computational complexity.
From simulations, we also observe the threshold value for NQ

to be 263, such that for NQ < 263, element-wise LMMSE-
type channel estimation always outperforms LMMSE-type
channel estimation.

In Fig. 3, it can also be seen that the SE simulation curves
corresponding to ZF combining behave similarly to the case
of MRC combining. ZF combining performs well only for

6Note that the objective is to have NR and NQ as low as possible for
guaranteeing a desired SE.

the larger number of pilots (NQ = 4000 and NR ≥ 500)
and needs additional computational complexity, but it does
not significantly improve the performance of element-wise
LMMSE channel estimation and it gives only marginally better
performance than that corresponding to MRC combining.
Moreover, for NQ = 4000, the SE curve for LMMSE-type
channel estimation crosses the SE for element-wise LMMSE-
type channel estimation closer to the N̄R value theoretically
computed for MRC combining (44). For large NR and NQ

values, ZF combining outperforms MRC combining. This is
due to better covariance estimates. Therefore, the SE expres-
sions derived in this paper serve as conservative bounds for
an achievable spectral efficiency of the system considered.

B. Downlink Spectral Efficiency

Similar to the UL example, in this simulation example,
we consider the DL SE expressions that correspond to the two
channel estimation techniques: LMMSE-type channel estima-
tion and the element-wise LMMSE-type channel estimation,
each in combination with two beamforming techniques, which
are matched filter precoding and ZF precoding. In Fig. 4,
we plot the SE as a function of NR for the two aforementioned
channel estimation techniques. Fig. 4(a) depicts the SE values
for NQ = 125, and Fig. 4(b) shows SE values for NQ = 4000.
We perform a study on these plots similar to the study done
in Subsection V-A.

It can be observed from Fig. 4 that the DL SE plots are
similar to the plots in Subsection V-A. However, unlike in
UL SE, an increase in NR does not result in a drop in
SE as there is no pilot overhead in DL. The simulated SEs
match the theoretical values for both the channel estimation
techniques used, thereby validating the derivations presented in
the paper. Moreover, for NQ = 4000, N̄R given in Section IV
matches exactly with the NR value for which LMMSE-type
and element-wise LMMSE-type channel estimations have the
same performance. From Fig. 4(a) and Fig. 4(b), the minimum
DL SE guaranteed for a massive MIMO system with imperfect
covariance information is the SE provided by element-wise
LMMSE channel estimator. This SE can be achieved by using
element-wise LMMSE-type channel estimation with very low
values of NR and NQ, with low computational complexity.
From simulations, we also compute the threshold value for NQ

to be 272, such that for NQ < 272, element-wise LMMSE-
type channel estimation always outperforms LMMSE-type
channel estimation.

It can also be noticed from Fig. 4 that the SE simulation
curves corresponding to ZF precoding behave similarly to the
case of matched filter precoding. ZF precoding performs well
only for the larger number of pilots (NQ = 4000 and NR ≥
500) and needs additional computational complexity, but it
does not significantly improve the performance corresponding
to element-wise LMMSE channel estimation, and it gives
only marginally better performance than that corresponding
to matched filter precoding. Moreover, for NQ = 4000,
the SE curve for LMMSE-type channel estimation crosses the
SE for element-wise LMMSE-type channel estimation closer
to the N̄R value theoretically computed for matched filter
precoding (44). For large NR and NQ values, ZF precoding
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Fig. 4. DL SE for different channel estimation techniques.

outperforms the matched filter precoding. This is due to better
covariance estimates. Therefore, the SE expressions derived
in this paper serve as conservative bounds for an achievable
spectral efficiency of the system considered.

VI. CONCLUSION

We have derived closed-form expressions for average UL
and DL SEs of a massive MIMO system that implements
MRC and matched filter precoder, respectively, as a function
of NR and NQ, which represent the UL pilot overhead.
These combiners use channel estimates that utilize estimated
covariance matrices in addition to channel observations. The
LMMSE-type and element-wise LMMSE-type channel esti-
mates have been considered. Using theoretical analysis of
these closed-form expressions as well as simulation results,
we have demonstrated the impact of different values of NR

and NQ on SEs of a user in a massive MIMO system,

thereby presenting the closed-form expressions as the tools for
solving the problem of choosing these parameters optimally.
Based on numerical study, we have demonstrated that the
ZF beamforming does not significantly improve the SE for
the case of element-wise LMMSE-type channel estimation.
It is useful for the case of LMMSE-type channel estimation
but at the cost of large pilot overhead and computational
complexity. Furthermore, we have shown that the choice of
pilot overhead made based on the LS beamforming serves as
a more conservative result than for the ZF beamforming case,
but accurate and very useful estimate of the pilot overhead.
Finally, we have shown that the element-wise LMMSE-type
channel estimator with very low NR and NQ and with simple
LS combiner provides the minimum SE guarantee with low
computational complexity.

APPENDIX A
PROOF OF LEMMA 1

Let us start with a proof of (17). Let the rank of the covari-
ance matrix of h, R, be K . Then, we denote Λ ∈ RK×K is a
diagonal matrix containing positive eigenvalues of R and U ∈
RM×K is a matrix containing K eigenvectors corresponding
to eigenvalues. Now, let us also define B � UΛ1/2 ∈ CM×K .
Then, there exists a unique g ∈ CK such that h = Bg
and E{ggH} = I. Therefore, we have E{hhHAhhH} =
BE{ggHÃggH}BH where Ã � BHAB. However, since g
is distributed as CN (0, I), the term E{ggHÃggH} can be
evaluated as follows

E{[ggHÃggH ]ij} =

K∑

p=1

K∑

q=1

E{[g]i[g]∗p[g]q[g]∗j}[Ã]pq

=

{
[Ã]ij if i 
= j

[Ã]ii + tr(Ã) otherwise

and E{ggHÃggH} = Ã + Itr(Ã). Therefore,
E{hhHAhhH} = RAR+Rtr(AR).

Proof of (18) is as follows. We first compute
that E{|hHAh|2} = E{hHAhhHAHh} =
E{tr(AhhHAHhhH)}. Using (17), we have E{|hHAh|2} =
|tr(AHR)|2 + tr(ARAHR).

APPENDIX B
PROOF OF LEMMA 2

Proof of (19) and (20) is given in [22].
Using the eigenvalue decomposition of C = UΛUH ,

let us define X̃ � UHXU. It should be noted that X̃ is
distributed as W(N, I). Then, (21) can be proved as follows.
First, we compute the following expectation term.

E{tr(X−2C)} = E{tr(X̃−2Λ)} =

M∑

i=1

[E{X̃−2}]ii[Λ]ii

But from (20), we have

E{tr(X−2C)} =
M∑

i=1

N

(N −M)3 − (N −M)
[Λ]ii

=
N

(N −M)3 − (N −M)
tr(C)
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For (21), we expand E{|tr(X−1A)|2} using (20) as follows.

E{|tr(X−1A)|2}

=

M∑

p=1

M∑

q=1

M∑

r=1

M∑

s=1

E{[X−1]pp[X
−1]ss}[A]pp[A

H ]ss

=

M∑

p=1

E{[X−1]pp[X
−1]pp}[A]pp[A

H ]pp

+

M∑

p=1

M∑

s=1,s�=p

E{[X−1]pp[X
−1]ss}[A]pp[A

H ]ss

+
M∑

p=1

M∑

s=1,s�=p

E{[X−1]ps[X
−1]sp}[A]sp[A

H ]ps

Using (20), the above equation can be further simplified
to (22).

APPENDIX C
PROOF OF LEMMA 3

Let us define a pair of mutually independent random vectors
as follows.

g
(1)
jju[n] � ĥ

(1)
jju[n]− hjju, g

(2)
jju[n] � ĥ

(2)
jju[n]− hjju

The covariance matrices for g(1)[n] and g(2)[n] are iden-
tically equal to Qju − Rjju. Additionally, we also define
mutually independent set of matrices

R̆jju[n] � ĥ
(1)
jju[n](ĥ

(2)
jju[n])

H + ĥ
(2)
jju[n](ĥ

(1)
jju[n])

H

for all n ∈ {1 . . .NR} such that R̈jju = 1
NR

∑N
n=1 R̆jju[n]

by definition (i.e., (10)).
Using the definition of g(1)

jju[n] and g
(2)
jju[n], and also using

Lemma 1, it can be shown that, for all n = {1 . . .NR},
we have

E{R̆jju[n]AR̆jju[n]} = RjjuARjju +
1

2
Qjutr(AQju)

+
1

2
Rjjutr(ARjju) (45)

E{|tr(R̆jju[n]A)|2}= |tr(RjjuA)|2+1

2
tr(AQjuA

HQju)

+
1

2
tr(ARjjuA

HRjju). (46)

Finally, along with the equation R̈jju =
1

NR

∑N
n=1 R̆jju[n], (45) and (46) will result in (23)

and (24), respectively.

APPENDIX D
PROOF OF LEMMA 5

Since Y = Z/2, and the elements of the diagonal matrix
Z are χ2 distributed with 2N degrees of freedom, we have
E{[Y−1]pp} = 2E{[Z−1]pp} = 1/(N−1) and E{[Y−1]2pp} =
4E{[Z−1]2pp} = 1/(N − 1)(N − 2).

Using the above results, (31) can be derived as follows

E{tr(Y−1A1Y
−1A2)}

=

(
1

N − 1

)2 M∑

p=1

∑

q �=p

[A1]pq[A2]qp

+
1

(N − 1)(N − 2)

M∑

p=1

[A1]pp[A2]pp

= τ1tr(A1A2) + τ2tr(A1dA2d)

where τ1 � 1/(N − 1)2, τ2 � 1/((N − 1)2(N − 2)),
A1d � diag(A1), and A2d � diag(A2).

In what follows, proof of (32) is presented

E{|tr(Y−1A)|2} =
1

(N − 1)2

M∑

p=1

∑

q �=p

[A]pp[A]∗qq

+
1

(N − 1)(N − 2)

M∑

p=1

|[A]pp|2

= τ1|tr(A)|2 + τ2tr(A
H
d Ad)

where Ad � diag(A).

APPENDIX E
PROOF OF LEMMA 6

Let us define a pair of mutually independent random vectors
as follows.

g
(1)
jju[n] � ĥ

(1)
jju[n]− hjju, g

(2)
jju[n] � ĥ

(2)
jju[n]− hjju

The covariance matrices for g
(1)
jju[n] and g

(2)
jju[n]

are identically equal to Qju − Rjju. Additionally,
we also define mutually independent set of matrices as
S̆jjk[n] � diag(ĥ

(1)
jju[n](ĥ

(2)
jju[n])

H + ĥ
(2)
jju[n](ĥ

(1)
jju[n])

H) for

all n ∈ {1 . . .NR} such that S̈jju = 1
N

∑N
n=1 S̆jju[n] by

definition (i.e., (12)).
Using the definitions of g

(1)
jju[n] and g

(1)
jju[n] together with

Lemma 1 (for scalar case), and Lemma 4, it can be shown
that

E{[S̆jju]pp[S̆jju]qq}
= E{|[hjju]p|2|[hjju]q|2}

+
1

2
[Rjju]pq[Qju −Rjju]qp +

1

2
[Qju −Rjju]pq[Rjju]qp

+
1

2
[Qju −Rjju]pq[Qju −Rjju]qp

= [Sjju]pp[Sjju]qq +
1

2
[Qjju]pq[Qjju]pq

+
1

2
[Rjju]pq[Rjju]pq.

Therefore, we have

E{[S̆jjuAS̆jju]pq}
= [A]pq

{
[Sjju]pp[Sjju]qq +

1

2
[Qjju]pq[Qjju]pq

+
1

2
[Rjju]pq[Rjju]pq

}
(47)

E{|tr(S̆jjuD)|2}

=
M∑

p=1

M∑

q=1

{
[Sjju]pp[Sjju]qq +

1

2
[Qju]pq[Qju]pq

+
1

2
[Rjju]pq[Rjju]pq

}
[D]pp[D]qq
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= |tr(SjjuD)|2 + 1

2

M∑

p=1

M∑

q=1

[D(Qju ◦Qju)D]pq

+
1

2

M∑

p=1

M∑

q=1

[D(Rjju ◦Rjju)D]pq. (48)

Finally, along with the equation S̈jju =
1
N

∑N
n=1 S̆jju[n], (47) and (48) will result in (33) and (34),

respectively.
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Abstract—The downlink power control is challenging in a cell-
free massive multiple-input multiple-output (CFmMIMO) system
because of the non-convexity of the problem. This paper proposes
a computationally efficient deep-learning algorithm to solve the
max-min power control optimization problem subject to power
constraints. To solve this problem, it presents an attention neural
network(ANN) composed using the masked multi-head attention
network modules, which are building blocks of the popular
transformer neural network. The ANN solves the downlink
power control problem of CFmMIMO in the presence of pilot
contamination (non-orthogonal pilot sequences). The paper first
translates the constrained optimization problem to an uncon-
strained one parameterized by the weights of the ANN. These
weights are trained in an unsupervised fashion. The performance
of the ANN power control algorithm is demonstrated using
numerical simulations. The paper also provides a computational
complexity analysis of the method.

I. INTRODUCTION

Cell-free massive multiple-input multiple-output (CFm-
MIMO) performs multiuser multiple-input multiple-output
(MIMO) communications across distributed antennas or ac-
cess points (APs). Decentralizing the antennas improves chan-
nel orthogonality and provides higher rates than colocated
antennas, thanks to the differences in path loss between
the users [1]–[7]. The time-division duplex (TDD) based
CFmMIMO system with a large number of distributed an-
tennas cooperating to serve a fewer number of users has
been proposed in [8]. The CFmMIMO provides uniformly
good service throughout the area of coverage. However, an
efficient uplink/downlink power control algorithm is essential
for achieving uniformly good service to all the users. Power
control in CFmMIMO is challenging in general because of the
computational complexity involved in solving the non-convex
max-min fairness maximization problem [8], [9]. Specifically,
designing a computationally efficient power control algorithm
for the downlink signal at the central processing unit (CPU)
is very challenging for CFmMIMO because of the number
of optimization parameters involved in the downlink power
control [9].

There are several methods for solving the power control
problem using optimization or machine learning approaches.
In order to achieve uniformly good spectral efficiency across
the users, the power control algorithm proposed in [8] uses bi-
section search and a sequence of second-order cone program-

ming problems to find a solution. The algorithms in [10]–[13]
use different second-order optimization techniques to solve
the power control problem. Furthermore, a computationally
efficient first-order optimization method called the accelerated
proximal gradient method (APG) is proposed in [9].

Given the effectiveness of deep learning algorithms in
computationally intense applications in communications [14]–
[17], a study on the role of deep learning solutions for power
control in CFmMIMO is essential. A fully connected neural
network (FCN) for uplink power control of a CFmMIMO
system is proposed in [18]–[20] while it is proposed for the
more challenging case of downlink power control in [20]–[24].
Due to many optimization parameters involved, designing
and training a scalable FCN for solving downlink power
control is very challenging. Therefore, the deep-learning al-
gorithms in the literature consider a CFmMIMO system with
utmost 30 the number of APs and 12 number of users.
Furthermore, these deep-learning algorithms made a simplistic
assumption of having non-orthogonal pilots, causing no pilot
contamination. Nevertheless, the authors in [22] propose an
elegant convolutional neural network (CNN) algorithm for
uplink power control in a CFmMIMO system that allows
non-orthogonal pilots. Therefore, designing a computationally
efficient deep-learning algorithm for downlink power control
of a CFmMIMO system that allows non-orthogonal pilots is
indispensable.

In this paper, we propose an attention neural network
(ANN) composed using the masked multi-head attention net-
work (MMHAN) modules, which are building blocks of the
popular transformer neural network [25]. The ANN also takes
pilot allocation information as input to compute the downlink
power control coefficients along with the large-scale fading
coefficients. We solve the max-min fairness maximization
problem with power constraints by training the ANN in an
unsupervised fashion. The power constraints are included in
the optimization objective using a log-barrier approach. To
the best of our knowledge, this is the first paper that solves a
constrained downlink power control problem in a CFmMIMO
system that allows non-orthogonal pilots. The motivation for
the proposed algorithm is as follows.
• Beyond FCN: The power control problem considered

in [18]–[21], [23], [24] accepts a 2-D fading coefficient
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matrix as input to compute the optimal power control
coefficients. The dimensions of this fading coefficient
matrix are given by the number of APs × the number of
users. This fading coefficient matrix is flattened before
feeding to an FCN, leading to a loss of the inherent
structure in the input matrix. Correlation information
between the columns of the fading coefficient matrix is
particularly important in the case of pilot contamination.
MMHAN modules in the ANN network proposed in this
paper use the structure in this 2-D matrix by extracting
the “attention” matrix (number of users × the number
of users). It captures the relation between the fading
coefficient vectors corresponding to two different users
(columns of the 2-D matrix).

• Non-orthogonal pilots: The masking feature in
MMHAN also allows us to feed the mask input to the
network. In this paper, we use this feature to feed the
pilot allocation information to MMHAN modules. We
calculate an interference matrix determined by all the
users’ allocated pilot sequences and feed this matrix as
the mask. Therefore, the final power control coefficients
are computed based on the user channel correlations and
pilot interferences. To the best of our knowledge, there
is no deep-learning algorithm for the downlink power
control problem that allows non-orthogonal pilots.

• Scalable algorithm: The hyper-parameters of ANN only
depend upon the number of APs but not on the number
of users. Therefore, ANN requires a fewer number of
trainable parameters and smaller CPU memory than
FCN. This allowed us to simulate the downlink power
control for a medium-scale CFmMIMO network with 100
APs and 20 users.

II. SYSTEM MODEL

We consider a TDD CFmMIMO system where M APs
serve K users in a large coverage area. Each user’s transceiver
is equipped with a single antenna, and each AP’s transceiver
is equipped with N antennas. We assume perfect synchroniza-
tion and a narrowband channel.

The APs coordinate with each other through a front-
haul network and a CPU. The APs perform uplink channel
estimation, uplink beamforming, and downlink beamforming
operations. Along with the uplink symbol detection, the CPU
performs slow rate baseband processing like pilot allocation,
power control, and AP selection.

Each AP uses uplink training to estimate its uplink channel
from all the users. The channel is assumed to be reciprocal
so that the APs use the estimated uplink channel for uplink
and downlink beamforming.

A. Channel Model

The channel from the kth user to the mth AP is modeled
as gmk = β

1/2
mkhmk, where βmk is the corresponding large-

scale fading coefficient and hmk ∈ CN is the vector of small-
scale fading coefficients at each antenna of the AP (hmk
is distributed as CN (0, I)). The channel is assumed to be

constant within a coherence block (a block of time-frequency
resources) of size τ symbols. The TDD CFmMIMO system
performs uplink training, uplink data transmission, and down-
link data transmission within every coherence block. Since
this paper focuses on designing a computationally efficient
downlink power control algorithm, we limit our system model
description to uplink training and downlink data transmission.
We refer the readers to [8] for a detailed description of the
complete system model.

B. Uplink Training and Channel Estimation

Let τp (� τ) be the number of symbols dedicated
for the pilot transmission in each coherence block, and√
τpψk ∈ Cτp be the pilot sequence transmitted by the

kth user, such that ‖ψk‖2 = 1. Let ζp be the transmit signal
to noise ratio (SNR) of each pilot symbol and Zp,m ∈ CN×τp
be the noise matrix whose elements are independently and
identically distributed as CN (0, 1). Then, the uplink received
signal at the mth AP is given by

Rm =
√
ζpτp

K∑
i=1

gmiψ
ᵀ
i + Zp,m.

Assuming that the large-scale fading coefficients are known
at the APs and the CPU, the MMSE estimate of the channel
between the kth user and the mth AP can be straightforwardly
shown to be

ĝmk =

√
ζpτpβmk

1 + ζpτp
∑K
i=1 βmi|ψ

H
i ψk|2

Rmψ
∗
k (1)

and

νmk = E(|ĝmk[n]|2) =
ζpτpβ

2
mk

1 + ζpτp
∑K
i=1 βmi|ψ

H
i ψk|2

is the mean square value of the nth element in ĝmk. Note that
νmk is the same for all the antenna elements 1 ≤ n ≤ N .

C. Downlink Data Transmission

Here, we consider the matched filter beamforming. Let the
downlink payload data symbol to the kth user be ck such that
E{|ck|} = 1. Let ζd be the maximum transmit SNR of each
data symbol normalized to the noise power, and µmi be the
power control coefficient of the signal targeted to the ith user
from the mth AP. Then, the beamformed downlink signal at
the mth AP is constructed as

xm =
√
ζd

K∑
i=1

µmi√
νmi

ĝ∗mici.

Note that the total transmit power at the mth AP is given by
E{‖xm‖22} = ζdN

∑K
i=1 µ

2
mi.

Let zd,m be the noise signal distributed as CN (0, 1). Then,
the received signal at the kth user is given by

rk =

M∑
m=1

gᵀ
mkxm + zd,m. (2)
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We now present the downlink spectral efficiency of a user in
the CFmMIMO system. Let us define µm =∆ [µm1, · · · , µmK ]
as the vector of power control coefficients associated with
the mth AP, and the matrix of all power control coeffi-
cients as M =∆ [µᵀ

1 , · · · ,µ
ᵀ
M ]ᵀ. Note that the power con-

trol coefficients are positive real numbers that satisfy the
downlink power constraint E{‖xm‖22} ≤ ζd, or equivalently,
‖µm‖22 =

∑K
i=1 µ

2
mi ≤ 1/N , where 1 ≤ m ≤ M. We

define Dk as a diagonal matrix whose mth diagonal element
is
√
βmk, µ̄i =∆ [µ1i, · · · , µMi]

ᵀ is the vector of power control
coefficients associated with the ith user, and

νik =∆ |ψᵀ
kψ
∗
i |
[
√
ν1i

β1k

β1i
, · · · ,

√
νMi

βMk

βMi

]ᵀ
.

Using the well know use-and-then-forget capacity bounding
technique in the mMIMO and CFmMIMO literature [8]–[10],
[26], we can derive the following signal to interference and
noise ratio (SINR), and a lower bound on downlink spectral
efficiency (bits/s/Hz) of the kth user1.

γk (M) =
ζd(µ̄

ᵀ
kνkk)2

ζd
∑K
i=1,i6=k(µ̄ᵀ

i νik)2 + ζd
N

∑K
i=1‖Dkµ̄i‖22 + 1

N2

(3)

SEk(M) =
(

1− τp
τ

)
log2(1 + γk (M)) (4)

D. Problem Statement

We assume that the slowly varying large-scale fading
coefficients are known at the APs and the CPU. It is
shown in [8] that the CFmMIMO provides uniformly good
service to all the users by using max-min power control.
Therefore, we now formulate the max-min fairness maxi-
mization problem for the downlink power control subject
to power constraints ‖µm‖22 ≤ 1

N , 1 ≤ m ≤ M . Let
S =∆

{
M|M ≥ 0; ‖µm‖22 ≤ 1

N , 1 ≤ m ≤M
}

. Then, the con-
strained max-min fairness downlink power control problem
can be formulated as

maximize
M

min
1<k<K

SEk(M)

subject to M ∈ S.
(5)

Successive convex approximation (SCA) has been the stan-
dard technique for such types of quasi-convex problems.
Such convex problems are solved using off-the-shelf second-
order methods like interior point methods. In order to reduce
the computational complexity involved in the second-order
methods used in SCA solvers, the first-order APG method is
proposed in [9] to solve the optimization problem efficiently.
In the following section, we propose an ANN-based unsu-
pervised learning method to further reduce the computational
complexity in performing the downlink power control.

1The downlink spectral efficiency for a similar setup is derived in multiple
CFmMIMO papers. So, we omit the derivation and refer the readers to [9],
[10].

III. ANN-BASED UNSUPERVISED LEARNING POWER
CONTROL

The objective function of the constrained optimization prob-
lem (5) is non-differentiable. In this section, we first translate
the constrained optimization problem to an unconstrained
one with a differentiable objective function. Subsequently, we
present the ANN algorithm.

A. Problem Reformulation

Let the large-scale fading coefficients matrix be

B =∆

 β11 · · · β1K

...
. . .

...
βM1 · · · βMK

 . (6)

Let Φ be the K×K interference matrix whose (i, k) element
is given by Φik =∆ |ψᵀ

kψ
∗
i |2. Note that νik and hence SEk are

functions that depend on B and Φ. Therefore, we represent
the spectral efficiency function as SEk(B,Φ,M). The utility
function that needs to be maximized can be defined as

U(B,Φ,M, µ0) =∆ − 1

λ
ln

(
1

K

K∑
k=1

exp (−λSEk(B,Φ,M))

)

+
η

2

M∑
m=1

ln

(
1

N
− ‖µm‖22 − µ2

0

)
.

(7)

Note that we employ the well-known log-barrier approach
to ensure that the power constraints are met, and η is a
regularization parameter that can be designed empirically.
Furthermore, we convert the hard-minimum objective function
in (5) to a soft-minimum function such that the optimization
algorithm can acquire gradients, and λ is the smoothening
parameter. We introduce an arbitrary optimization parameter
µ0 to avoid numerical issues (µ2

0 can be seen as a slack vari-
able). The corresponding unconstrained optimization problem
can be written as

maximize
M,µ0

− 1

λ
ln

(
1

K

K∑
k=1

exp (−λSEk(B,Φ,M))

)

+
η

2

M∑
m=1

ln

(
1

N
− ‖µm‖22 − µ2

0

)
.

(8)

B. ANN formulation

1) An Overview of MMHAN: In their seminal work [25],
the authors introduced the popular transformer neural network
for performing natural language translation. They employ
the attention mechanism to extract the coherence between
the input vectors corresponding to the words in a sentence.
The transformer neural network is composed using two vi-
tal building blocks: a multi-head attention-network module
(MHAN) and an MMHAN module. These modules extract
the coherence between the words (termed ”self-attention”)
to accomplish the translation task. Compared to MHAN,
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MMHAN

Add and normalize

Feed-forward network

Add and normalize

Input to the 
layer

Mask

Output of the 
Layer

Fig. 1. Attention Layer

MMHAN performs additional masking functionality to ensure
the causality of the translation work in that specific applica-
tion. This paper uses the MMHAN module for building ANN
to perform the downlink power control.

Here, we describe the mathematical representation of an
MMHAN module. As the name suggests, MMHAN performs
the attention mechanism using multiple heads of identical
operations. Let the number of heads be H such that M is
an integer multiple of H (M = HD). Let X ∈ RK×M be the
input matrix to MMHAN and Y ∈ RK×M be the output. The
MMHAN module also takes a K ×K mask matrix as input.
In this paper, we consider Φ as the mask matrix. The input
matrix X is split into H matrices and fed as input to each
head of MMHAN. The outputs of each head are concatenated
to form the output matrix Y. The input and output matrices
of the head h (1 ≤ h ≤ H) are given by

X
(h)
{k,m} = X{k,(m+(h−1)D}) 1 ≤ k ≤ K, 1 ≤ m ≤ D

Y
(h)
{k,m} = Y{k,(m+(h−1)D)} 1 ≤ k ≤ K, 1 ≤ m ≤ D.

Then, the output of the head h is computed as follows

Y(h) = softmax(Φ�A)V (9)

where A = QKT /
√
D, Q = X(h)W

(h)
Q ,

K = X(h)W
(h)
K , and V = X(h)W

(h)
V . Here, � represents

the elementwise matrix multiplication. Note that W
(h)
Q , W

(h)
K ,

and W
(h)
V are trainable parameters (matrices of dimension

D × D). Finally, we represent the mathematical relation
between the input and output matrices of the MMHAN as
the following

Y = fM (X,Φ,WM )

where WM is the set of all trainable matrices corresponding
to all the heads of MMHAN.

2) ANN structure: Using the MMHAN module described
in the above subsection, we first define an attention layer
which is used for composing ANN. Fig. 1 depicts the structure

Attention Layer 1

Attention Layer 2

Attention Layer 3

Mask
Large scale fading 

coefficients

Power control 
coefficients

Fig. 2. ANN structure.

of the attention layer. Let X be the input and Z be the output
of an attention layer. The relation between input and output of
the layer can be mathematically represented using following

Y = fM (X,Φ,WM )

Ȳ = LayerNorm1(X + Y,W1)

Ŷ = FF(Ȳ,W2)

Z = LayerNorm2(Ȳ + Ŷ,W3)

where, the FF is a feed forward neural network operates with
one hidden layer with Dmin = 4M number of hidden units
with rectified linear unit activation. W2 represent the weights
of the feed-forward network. This feed-forward network op-
erates row-wise, i.e., the feed forward operation of the same
network is applied on all the rows. Note that the attention layer
uses two layer-normalization layers with trainable parameters
W1 and W3. Ȳ and Ŷ are intermediate outputs.

Now, we propose an ANN network composed of 3 attention
layers taking the same mask matrix given by Φ as input. Fig. 2
depicts the ANN architecture.

C. ANN for the Downlink Power Control

Let the preprocessed input matrix be B̄ =∆ lnBT , where the
logarithm operation is performed element-wise. Consider an
ANN algorithm that takes B̄ as input and outputs the power
control coefficient matrix M.

Let us model the power control coefficient matrix as a
function of B parameterized by the weights W as

M = fANN (B,Φ,W). (10)

D. Unsupervised Learning

A data-driven approach for efficiently solving the power
control problem for a CFmMIMO system is the following.
Assuming that B is a random matrix that follows an unknown
distribution, in this approach, the optimization problem can be
reformulated as

maximize
W,µ0

EB

[
U

(
B,Φ, f(B,Φ,W), µ0

)]
. (11)
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ANN
W

M

B, Φ
U(B,Φ,M)

U

Fig. 3. ANN base power control algorithm.

Assume that the AP placement and the path loss model are
given. Then, to solve the optimization problem, for a given
AP placement and path loss model, we generate a large set of
P fading coefficient matrices given by

{B(p) ∈ RM×K+ |1 ≤ p ≤ P}

corresponding to P uniform random placements of the K
users. Furthermore, we consider that each user picks a random
pilot sequence from a set of K orthogonal pilots. Using an
off-the-shelf ADAM optimizer, we train the ANN (learn the
parameters W) by maximizing the empirical average of the
utility function. According to the law of large numbers, the
empirical average approaches the ensemble average of the
utility function and solves the problem in (11). Fig. 3 depicts
the ANN-based power control algorithm setup used in this
paper.

Although training of this network involves a high com-
putational cost, the computational cost in the deployment
phase is O(M2K +HD2K +HDK2) since it involves only
one forward pass of the ANN. This is a significant saving
compared to state-of-the-art algorithms. For example, the most
computationally efficient state-of-the-art optimization-based
method, that is, the APG method [9], solves the problem with
the computational cost of O(MK2) per iteration, and the
number of iterations for such type of first-order methods is
thousands to tens or even hundreds of thousands. Therefore,
with appropriate neural network training, the computational
complexity of a power control algorithm can be significantly
reduced compared to conventional optimization algorithms.

IV. SIMULATIONS

Consider a CFmMIMO system with M = 100 APs and
K = 20 users. Each AP consists of a single antenna (N = 1).
All the APs are spread over an area of D × D km2 where
D = 1. The lengths of the coherence interval and of the
pilot training are τ = 200 symbols and τp = 20 symbols,
respectively.

Assume for the noise that Nf = 9 dB and the power
spectral density N0 = −173.98 dBm/Hz. The bandwidth of
the channel is BW = 20 MHz. Then, the total noise power
is given by Pn = BW10(N0+Nf−30)/10 W. Therefore, we
consider the transmit SNR of the uplink pilot and the downlink
data as ζp = 0.2/Pn and ζd = 1/Pn, respectively.

For the entire simulations, the AP locations are fixed while
P samples of B’s are generated by varying the user locations.
Let dmk be the distance between the mth AP and the kth user
in [km]. Consider also a three-slope path loss model, in which
PLmk = −L− 15 log10(d1)− 20 log10(d′mk) is the path loss

Algorithm Run-time (in secs)
EPA 0.000074705
APG 2.875497515
FCN 0.001639365
ANN 0.003220985

TABLE I
RUN-TIME

(in [dB]) of the channel between the mth AP and the kth user,
where

d′mk =


d0 dmk ≤ d0

dmk d0 < dmk ≤ d1

d1 dmk > d1.

(12)

Finally, we model the large-scale fading coefficient (in [dB])
of the channel between the mth AP and the kth user as
βmk = PLmk + zmk, where zmk represents shadow fading
that follows the normal distribution with mean 0 and variance
σ2

sh. Using similar setup as in [8], choose L = 140.72 dB,
d0 = 0.01 km, d1 = 0.05 km, and σsh = 8 dB.

The ANN is trained using P = 32000 samples of B.
Let the learning rate be equal 10−4. The batch size is 16.
In our simulations, choose η = 10−5 and λ = 3. After
training the ANN, a set of 200 samples of B are used to
test the performance of the trained network. Fig. 4 shows
the comparison of the performance of the trained ANN with
that of the simple equal power allocation (EPA) algorithm,
FCN, and the APG algorithm. The figure plots the empirical
cumulative distribution function (CDF) of per-user spectral
efficiency in the network. Furthermore, Table I shows the
average computational time required for each algorithm. The
ANN-based algorithm clearly outperforms the EPA algorithm.
Note that the FCN does not mee the performance of the EPA
algorithm. This is due to the introduction of non-orthogonal
pilots, and FCN is ignorant of this information. Note that the
proposed ANN algorithm approaches the performance of the
APG with a great reduction in computational time (with proper
fine-tuning, we might reach the performance of APG. We plan
this for the final draft). Therefore, we can conclude that ANN
significantly reduces the computational complexity of power
allocation at the cost of a slight degradation in the average
spectral efficiency of the users in the system.

V. CONCLUSION

The problem of allocating optimal downlink power control
coefficients for a CFmMIMO system has been formulated as
an unconstrained optimization problem using a log-barrier ap-
proach. An ANN network is proposed for solving the max-min
fairness optimization problem by training it in an unsupervised
fashion such that the expected utility function is maximized.
Using simulation results, we have demonstrated that the ANN
algorithm approaches the state-of-the-art APG power control
algorithm’s performance and significantly reduces computa-
tional complexity. This is achieved by extracting correlation
in large-scale fading coefficient vectors of different users and
also by providing a way to deal with non-orthogonal pilots.
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Fig. 4. CDFs of per user spectral efficiency in CFmMIMO for different
power control algorithms.
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Abstract—Learning-based downlink power control in cell-free
massive multiple-input multiple-output (CFmMIMO) systems of-
fers a promising alternative to conventional iterative optimization
algorithms, which are computationally intensive due to online
iterative steps. However, existing learning-based methods often
fail to exploit the intrinsic structure of channel data and neglect
pilot allocation information, leading to suboptimal performance,
especially in large-scale networks with many users. This paper
introduces the pilot contamination-aware power control (PAPC)
transformer neural network, a novel approach that integrates
pilot allocation data into the network, effectively handling pilot
contamination scenarios. PAPC employs the attention mecha-
nism with a custom masking technique to utilize structural
information and pilot data. The architecture includes tailored
preprocessing and post-processing stages for efficient feature
extraction and adherence to power constraints. Trained in an
unsupervised learning framework, PAPC is evaluated against the
accelerated proximal gradient (APG) algorithm, showing compa-
rable spectral efficiency fairness performance while significantly
improving computational efficiency. Simulations demonstrate
PAPC’s superior performance over fully connected networks
(FCNs) that lack pilot information, its scalability to large-
scale CFmMIMO networks, and its computational efficiency
improvement over APG. Additionally, by employing padding
techniques, PAPC adapts to the dynamically varying number
of users without retraining.

Index Terms—Large-Scale Cell-Free Massive MIMO (CFm-
MIMO), Pilot Contamination, Transformer Neural Network,
Pilot contamination-Aware Power Control (PAPC), Generative
Pretrained Transformer (GPT), Bidirectional encoder Represen-
tations from Transformers (BERT), Downlink Power Control,
Deep Learning.

I. INTRODUCTION

Base station (BS) coordination eliminates inter-cell interfer-
ence and allows multi-user massive multiple-input multiple-
output (MIMO) to serve users distributed over a large geo-
graphic area. Such coordination has been explored to increase
per-user data rates and spectral efficiency (SE) of systems that
are referred in the literature by different (not equivalent but
having some incommon features) terms such as distributed
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multi-user MIMO antenna systems [1, 2], cloud radio access
networks (cloud RANs) [3, 4], and cell-free massive MIMO
(CFmMIMO) systems [5–8] as used in this paper.

To fully leverage the benefits of BS coordination, so-
phisticated pilot allocation and power control algorithms are
essential. These algorithms face significant computational
complexities due to the centralized signal processing tasks
required at a central processor [9–11]. Specifically, designing
a downlink power control algorithm involves a large number
of optimization parameters, posing a significant obstacle in the
development of CFmMIMO infrastructure [5, 12]. Addressing
non-convex optimization problems is the core challenge.

Power control algorithms in CFmMIMO typically em-
ploy various objective functions and second-order interior-
point methods for optimization [5, 13–15]. For instance, the
max-min fairness optimization was tackled using bisection
search methods and second-order cone feasibility problems
in [5]. Similarly, energy efficiency maximization was ad-
dressed through successive convex approximation techniques
in [13, 14], which were also applied to the max-min fairness
problem in [15].

The scalability of second-order interior-point methods for
power control in CFmMIMO systems remains a key challenge
[12, 15–18]. Two strategies have been proposed to address
this issue: user-centric approaches [15–17] and first-order
power control algorithms [12, 18], both offering reduced
complexity. The user-centric approach enhances efficiency
by grouping BSs and setting large-scale fading coefficients
between users and non-group BSs to zero, thereby reducing
the computational burden. On the other hand, first-order meth-
ods reduce computational complexity by employing efficient
solvers while operating on network-wide large-scale fading
information without BS grouping, similar to second-order
methods.

A. Related literature

The shift from second-order to first-order methods like
accelerated projected gradient (APG) [12] aimed to improve
scalability, but computational challenges persisted due to
reliance on online iterative solvers, especially in large-scale
networks. User-centric approaches also employed similar on-
line solvers.

To overcome these challenges, learning-based solutions
were introduced. Trained offline to reduce complexity during
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inference, these methods map the input large-scale fading
coefficients directly to output power control coefficients. This
eliminates online iterative solvers, reducing computational
complexity [19–38].

Various learning-based solutions were proposed for uplink
and downlink power control in CFmMIMO systems [19–35].
A fully connected network (FCN) in an unsupervised learning
setup was introduced in [19–21] for uplink power control with
different objectives. A long short-term memory network was
proposed in [22] under supervised learning, while FCNs were
explored in [23, 24]. Reinforcement learning (RL) variants
were proposed in [25–28]. For downlink power control, un-
supervised FCN solutions were studied in [29, 30], and an
RL solution was explored in [31]. Both uplink and downlink
were addressed by unsupervised FCN in [32]. Supervised
convolutional neural network (CNN)-based solutions were
proposed in [33, 34], and a graph neural network (GNN)-based
solution for downlink appeared in [35]. These algorithms
commonly assumed orthogonal pilots and contamination-free
environments.

The studies in [36–38] proposed deep learning solutions
that considered pilot contamination scenarios during testing.
A distributed unsupervised FCN for downlink power control
was introduced in [36], while a similar solution for both uplink
and downlink was presented in [37]. In [38], a distributed RL
solution for downlink power control was proposed. Although
these models were tested with pilot contamination, they did
not fully address pilot contamination during training or model
design.

The effectiveness of neural network architectures for down-
link power control depends on how they handle network-
wide large-scale fading coefficients. FCN methods flatten
the large-scale fading coefficient matrix (number of BSs ×
number of users), losing key associations between BSs and
users. While CNN-based methods [33, 34] preserve the matrix
structure, their use is debatable since these matrices lack the
localized clustering seen in natural images. In contrast, the
GNN architecture in [35] effectively leverages the structural
information, providing a better solution for power control.

Pilot contamination remains a key challenge despite ad-
vancements in learning-based downlink power control meth-
ods. Ignoring pilot contamination limits the power control
algorithms to small-scale CFmMIMO systems, restricting the
number of users and impeding scalability due to the limited
number of available orthogonal pilots. None of the methods
discussed, including the GNN, directly address pilot contam-
ination, often assuming ideal conditions. Unlike traditional
optimization techniques, learning-based solutions lack explicit
handling of pilot contamination, revealing a gap in addressing
this issue while preserving the structure in the channel.

B. Contributions
This paper introduces a novel Pilot contamination-Aware

Power Control (PAPC) transformer neural network designed
for downlink power control in a CFmMIMO network. PAPC
leverages the large-scale fading coefficient matrix and a newly
formulated matrix representation of pilot allocation informa-
tion to map these inputs directly to power control coefficients.

It is trained in an unsupervised fashion to maximize the em-
pirical smoothed-minimum per-user spectral efficiency under
power constraints, using modified transformer blocks with
additional preprocessing and postprocessing modules. During
inference, the model addresses the max-min fairness downlink
power control problem. Training and testing are conducted
in a time-division duplexed (TDD) CFmMIMO system with
minimum mean square error channel estimation (MMSE) and
matched filter downlink beamforming.1 The contributions of
this paper are summarized as follows.

• Attention mechanism for exploiting inter-user rela-
tionships: The proposed PAPC transformer preserves the
structural integrity of the network-wide two-dimensional
large-scale fading coefficient matrix, avoiding the com-
mon pitfall of the flattening operation that can destroy
crucial inter-user relationships. The attention mechanism
in the transformer blocks of PAPC plays a vital role in
extracting these relationships among the users. By doing
so, it effectively learns to handle the dynamics of the
propagation environment.

• Modification of transformer blocks to incorporate
pilot contamination matrix: Without utilizing prior in-
formation from the pilot allocation algorithm, the power
control algorithm’s effectiveness is compromised. To
address this, the standard transformer blocks are modified
with a novel masking mechanism that incorporates the
pilot contamination matrix into the neural network. This
integration allows the PAPC to efficiently handle pilot
contamination scenarios and provide enhanced inference
accuracy in both contaminated and uncontaminated en-
vironments.

• Enhancing accuracy with preprocessing and postpro-
cessing stages: The PAPC model’s accuracy is enhanced
by adding preprocessing and postprocessing stages. Pre-
processing increases input dimensionality, allowing the
model to learn richer features from each user’s large-scale
fading coefficients. Postprocessing adjusts the output
power control coefficients back to the desired dimension-
ality while ensuring the compliance to power constraints.

• Enabling adaptability: The customized architecture of
the postprocessing module, combined with padding tech-
niques, allows the PAPC to handle varying numbers of
users. This customization enables the model to adapt
to different sizes of CFmMIMO without requiring a
redesign or retraining.

• Scalability through reduced hyperparameters: The
PAPC transformer’s hyperparameters depend only on the
number of BSs, unlike the FCN model, which also de-
pends on the number of users. This reduction in hyperpa-
rameters enhances the scalability and efficiency in large
CFmMIMO networks. The model’s pilot contamination
awareness also makes it suitable for handling a large
number of users in these networks. The scalability of the
PAPC model has been validated through extensive testing

1The model should be adaptable to other techniques and optimization
objectives, though this is not directly tested in this work as it is outside
of the scope.
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in large-scale CFmMIMO settings with up to 100 APs
and 80 users.2

• Benchmarking against advanced algorithms: The per-
formance of the PAPC model is validated against the
network-wide first-order APG method from [12]. Known
for its computational efficiency, the APG method con-
verged about 100 times faster in large-scale CFmMIMO
systems, similar to those in this paper, compared to
second-order methods. It serves as a strong benchmark
for assessing the PAPC model. By targeting comparable
performance to APG while significantly reducing compu-
tational complexity, the PAPC model demonstrates its po-
tential for enabling large-scale CFmMIMO deployments.

Compared with prior work on centralized and distributed
deep neural network (DNN)-based downlink power control
algorithms [29, 30, 32–37], PAPC not only leverages inter-
user relationships within the network-wide large-scale fading
coefficient matrix in a centralized manner but also accounts
for pilot contamination scenarios by incorporating pilot allo-
cation information. To the best of our knowledge, this is the
first work to propose DNN-based pilot contamination-aware
downlink power control algorithms in CFmMIMO.

An earlier development in this direction was presented in
a conference publication [39], but this paper significantly
improves upon it by enhancing accuracy through improved
feature extraction, introducing new preprocessing and post-
processing stages, and improved hyperparameter tuning.

C. Paper Organization

The paper is organized as follows. Section II introduces
the system model and provides the downlink SE expression
for CFmMIMO networks. Section III highlights challenges
in designing a DNN for downlink power control, particu-
larly addressing pilot contamination. Section IV describes the
proposed PAPC transformer architecture. Section V presents
numerical evaluations and comparisons, and Section VI con-
cludes the work with final observations.

D. Notation

The sets of real, positive real, and complex numbers are de-
noted by R, R+, and C, respectively. Matrices are represented
using boldface capital letters, while vectors are indicated by
boldface lowercase letters. For matrix and vector operations,
the superscripts (·)∗, (·)T , and (·)H signify element-wise
conjugate, transpose, and Hermitian transpose operations. Ad-
ditionally, the symbol ⊙ represents the Hadamard product, an
element-wise product of two matrices or vectors. Element-
specific operations are denoted as ai and ai,j , representing
the ith element of vector a and (i, j)th element of matrix A,
respectively, and 1K represents a K dimensional vector of
ones. The function ln(·) is used to denote the natural logarithm
operation. For statistical notation, NC(m,σ2) describes a
circularly symmetric complex Gaussian random variable with
mean vector m and variance σ2. The norm ∥ · ∥ indicates

2We follow the characterization of large-scale CFmMIMO systems from
[37], where a system is categorized as large-scale if MK ≥ 1000.

BS mBS 1

BS M

User k

User 1

User K

gmk

g1k

gMk

gM1

CP

Fig. 1: Illustration of the CFmMIMO system with M dis-
tributed BSs, each equipped with N antennas, serving K
single-antenna users under the coordination of a CP. The
channel between BS m and user k is denoted by gmk.

the l2 norm of a vector, and E[·] denotes the mathematical
expectation of a random variable.

II. SYSTEM MODEL

Consider a fully synchronized time-division duplexed
(TDD) CFmMIMO system where M BSs, each with N
antennas, serve K single-antenna users (M > K). All the BSs
are connected to a central processor via a backhaul network
and they simultaneously serve all users using common time-
frequency resources, as depicted in Fig. 1.

Assuming block-fading channels that remain constant over
a coherence block of τ symbols, the uplink channel from
the kth user to the mth BS is gmk =

√
βmkhmk, where

βmk is the large-scale fading coefficient and hmk ∈ CN is
the vector of small-scale fading coefficients with its elements
independent and identically distributed (i.i.d.) as NC(0, 1).
The large-scale fading coefficients βmk, ∀m, k are constant
over many coherence blocks, while the small-scale fading
coefficients hmk, ∀m, k change each block. The large-scale
fading coefficients are assumed to be known at all the BS’s
and the central processor.

During the uplink training phase, users transmit pilot se-
quences of length τp (τp ≪ τ ), where the kth user’s pilot is√
τpψk ∈ Cτp with ∥ψk∥ = 1. For K > τp, due to limited

number of orthogonal pilots, the sequences are reused, causing
pilot contamination.

The transmit signal-to-noise ratio (SNR) per pilot symbol
is ζp, and the additive white Gaussian noise (AWGN) at the
mth BS is Zp,m ∈ CN×τp with i.i.d. elements following the
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distribution NC(0, 1). The received signal at the mth BS is

Rm =
√

ζpτp

K∑

i=1

gmiψ
T
i + Zp,m.

It is sytaightforward to find that the MMSE estimate of the
channel between the kth user and the mth BS is

ĝmk =

√
ζpτpβmk

1 + ζpτp
∑K

i=1 βmi|ψH
i ψk|2

Rmψ
∗
k,

and the mean square value of each element in ĝmk is

νmk = E
[
|ĝmk[n]|2

]
=

ζpτpβ
2
mk

1 + ζpτp
∑K

i=1 βmi|ψH
i ψk|2

,

which is uniform across all antenna elements n.
In the downlink data transmission phase, let the kth user’s

data symbol be ck with E
[
|ck|2

]
= 1. Let ζd be the maximum

transmit SNR per data symbol, and µmi be the power control
coefficient for the signal to the ith user from the mth BS. The
downlink transmit signal at the mth BS is

xm =
√

ζd

K∑

i=1

µmi√
νmi

ĝ∗
mici.

Then, E
[
∥xm∥2

]
= ζdN

∑K
i=1 µ

2
mi represents the transmit

power at the mth BS. The downlink received signal at the kth

user is

rk =

M∑

m=1

gT
mkxm + zd,k.

where zd,k ∼ NC(0, 1) is the AWGN noise.
Define a vector of power control coefficients for the kth

user as µ̄k = [µ1k, . . . , µMk]
T , a diagonal matrix Dk as

Dk = diag(
√
β1k, . . . ,

√
βMk), and a vector νik ∈ RM such

that

νik[m] = |ψT
kψ

∗
i |
√
νmi

βmk

βmi
.

Using the use-and-then-forget bounding technique, the signal-
to-interference-plus-noise ratio (SINR) for the kth user is [12,
14]

γk =
ζd
(
µ̄T

k νkk

)2
K∑
i=1
i̸=k

ζd
(
µ̄T

i νik

)2
+ ζd

N

K∑
i=1

∥Dkµ̄i∥2 + 1
N2

, (1)

and a lower bound on the downlink SE (bits/s/Hz) is

SEk =
(
1− τp

τ

)
log2(1 + γk). (2)

Define the large-scale fading coefficients matrix as B ∈
RM×K

+ . The element at position (m, k) of B is βmk. Let
µm = [µm1, . . . , µmK ]T denote the power control coefficients
at the mth BS. Define the matrix of all power control coeffi-
cients as

M =



µ11 · · · µ1K

...
. . .

...
µM1 · · · µMK


 =



µ⊺

1
...
µ⊺

M


 =

[
µ̄1 · · · µ̄K

]
.

(3)

Then the SE is a function of power control coefficients and
pilots, while the large-scale fading coefficients are considered
fixed parameters that characterize the function. Given the
large-scale fading coefficients (matrix B), the central proces-
sor is responsible to perform optimal pilot allocation (compute
K pilots, ψ’s) and power control (compute matrix M).

III. CHALLENGES IN DNN-BASED POWER CONTROL

A. Need for Learning-based Approaches

Max-min fairness optimization approaches in downlink
power control aim to maximize the minimum SE across
users. These methods target maximizing the SE of the worst-
performing user to ensure fairness, while managing power
distribution and pilot allocation across the network. The APG
algorithm [5] is the state-of-the-art solution for power control
in large-scale CFmMIMO systems, efficiently handling power
control through a first-order accelerated method. Power con-
trol is subject to constraints that limit the total transmitted
power per BS, expressed using the set:

S =




M

∣∣∣∣∣∣∣∣

M ≥ 0,

∥µm∥2 ≤ 1

N
,

∀m ∈ {1, . . . ,M}





. (4)

While traditional methods rely on iterative solvers, learning-
based approaches offer an alternative to mitigate the compu-
tational costs [19–38]. In supervised learning, large datasets
are used to train DNN models that approximate the unknown
function mapping inputs of the iterative algorithms to the
output power control coefficients. Despite lacking a closed-
form expression, learning-based methods can efficiently learn
this mapping through extensive training.

Unsupervised learning, unlike supervised methods, does not
rely on reference solutions generated by iterative algorithms.
Both approaches perform function approximation, but in un-
supervised learning, the DNN model approximates a different
unknown function: the one that models the relationship be-
tween the input of the model and power control coefficients
to directly maximize the minimum SE. The unsupervised
learning method, which is used in this paper, also reduces
the need for large amounts of labeled data.

B. Essential Inputs for Power Control Optimization

Efficient function approximation using DNN necessitates
a thorough understanding of the structural complexities in
B and the interdependencies between each user’s SE and
key variables, including pilot contamination dynamics and the
matrices B and M.

Consider the following two terms contributing to 2K2

variables, with indices i and k ranging from 1 to K:

µ̄T
i νik =

∣∣∣ψT
kψ

∗
i

∣∣∣
M∑

m=1

√
νmiµmi

βmk

βmi
(5)

and

∥Dkµ̄i∥2 =

M∑

m=1

µ2
miβmk. (6)
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Fig. 2: Diagram of the unsupervised learning framework
for downlink power control in CFmMIMO. The DNN,
FD(·, ·;W ), takes the large-scale fading coefficient matrix B
and the pilot allocation information Φ as inputs to generate
the power control coefficients. The DNN is trained to gener-
ate these coefficients to minimize the average of the utility
function, u(·;Φ,B).

From (1) and (2), the SE expressions for all users are com-
posed of these 2K2 variables. Thus, their interplay determines
min

1≤k≤K
SEk. To maximize min

1≤k≤K
SEk, the DNN should learn

to generate the power control coefficient matrix M, which
determines the 2K2 control variables directly influencing the
minimum SE.

Let Φ ∈ RK×K represent the pilot allocation information,
where |ψT

i ψ
∗
j |2 is the element at (i, j) of Φ, i.e., ϕi,j . From

(5), incorporating Φ into the DNN is essential. Without it,
the DNN cannot generate M that can effectively control the
K2 variables associated with µ̄T

i νik. Similarly, equations (5)
and (6) underscore the importance of including B as input,
while equation (5) emphasizes the need to preserve inter-user
relationships between its columns, especially the element-wise
ratios. Therefore, the DNN should incorporate both Φ and B
as inputs while preserving the structure of B.

C. Optimization Problem for DNN Training

Assuming pilot allocation is performed prior to power
control, and Φ is available as input to the power control
algorithm, define an arbitrary DNN, FD(·, ·;W), that takes Φ
and B as inputs, M = FD(Φ,B;W), where W represents
the trainable parameters.

Since Φ is known, unlike in Sec. II, the SE is now a function
solely of power control coefficients, while the large-scale
fading coefficients and pilots are considered fixed parameters
that characterize the function.

Assuming fixed BS placement and a path loss model, gen-
erate a set of large-scale fading coefficient matrices {B[p] ∈
RM×K

+ | p = 1, . . . , P} for P random user placements, which
are then used by the pilot allocation algorithm to produce
{Φ[p] ∈ RM×K

+ | p = 1, . . . , P}.
Similar to the APG method in [5], consider a soft-minimum

utility function with smoothening parameter λ as:

u(M;Φ,B) = − 1

λ
ln

(
1

K

K∑

k=1

e−λsek(M;Φ,B)

)
, (7)

and the utility function for each sample as

u[p](W) = u
(
FD(Φ

[p],B[p];W);Φ[p],B[p]
)
. (8)

The DNN training finds the optimal weights Wopt:

Wopt = argmax
W

1

P

P∑

p=1

u[p](W). (9)

During inference, this aims to replace expensive solvers
for the max-min fairness problem, seeking the mapping
FD(Φ,B;Wopt) that achieves similar performance. The un-
supervised learning setup is depicted by Fig. 2.

D. Towards an Efficient DNN Design

The structure of the DNN, FD(·, ·;W), plays a crucial
role in achieving comparable performance to iterative solvers.
Its design is essential for effectively handling the function
approximation task. While FCN models are favored for their
universal approximation abilities, they require flattened B,
leading to convergence issues in large-scale systems. They
also fail to incorporate Φ, limiting their use to smaller
systems. These limitations underscore the need for alterna-
tive architectures that preserve structural integrity of B and
effectively address pilot contamination, enabling scalability.

IV. THE PAPC TRANSFORMER

A. Overview of GPT

Introduced in [40], the transformer architecture has sig-
nificantly impacted the field of natural language processing
(NLP), enabling advancements in tasks such as machine trans-
lation, text summarization, and sentiment analysis. Among
the architectures inspired by this model, generative pre-
transformers (GPT) [41] stand out for their impact on language
generation. While the proposed neural network differs in
both purpose and training methodology from GPT, it shares
significant structural similarities. This subsection provides a
broad overview of GPT to lay the foundation for the proposed
network’s design.

GPT’s preprocessing involves tokenization, embedding, and
positional encoding. The input text is broken into tokens
(words or subwords), transformed into numerical vectors
through embedding to capture semantic features, and then
augmented with positional encoding to preserve the sequence
order. These encoded vectors are fed into GPT, which uses its
attention mechanisms to extract context-aware features and
perform tasks like next-token prediction.

At the core of GPT is the masked multi-head attention
(MMHA) mechanism, which captures dynamic interrelation-
ships among tokens by focusing on relevant parts of the
input sequence. Masking enforces causality, restricting the
model’s attention to the current and preceding tokens, sup-
porting GPT’s autoregressive nature. The multi-head structure
allows simultaneous exploration of token dependencies from
various perspectives, enhancing the model’s ability to generate
coherent text.

The GPT architecture consists of multiple blocks, each in-
tegrating MMHA with normalization layers and feed-forward
networks. These blocks sequentially process the input, refining
token representations to predict the next token accurately.
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Fig. 3: Preprocessing stage of the CFmMIMO power control
model. The input matrix B is transposed, log-transformed, and
mapped to a higher-dimensional representation Z(0) for use in
subsequent transformer blocks.

Although GPT was originally developed for language tasks,
its key features—attention and masking—can be adapted to
non-NLP applications such as power control. In this context,
the attention mechanism can model inter-user relationships
from input data like B, and the masking mechanism can be
adjusted to incorporate Φ as input.

B. PAPC for Downlink Power Control

This paper proposes the PAPC transformer model, designed
to address the challenges of DNN-based downlink power
control in CFmMIMO. Building upon the foundational prin-
ciples of transformer architectures like GPT, PAPC effectively
models the interactions between the columns of the large-scale
fading matrix B, representing the dynamic inter-user channel
dependencies. By learning these interdependencies, the model
computes power control coefficients. It incorporates pilot
allocation matrix Φ using customized masking functionality.
The PAPC model and its core components are outlined here.

1) Layer Normalization: A customized layer normalization
technique is introduced as a fundamental unit of the PAPC
transformer, applied at several stages throughout the architec-
ture.

Layer normalization consists of two key steps: normaliza-
tion and feature-specific scaling and shifting. Let C represent
the input matrix, where each row is a feature vector of length
M̈ corresponding to a user.

First, the normalization process computes the mean and
standard deviation across all elements of C. Each element
is then adjusted by subtracting the mean and dividing by the
standard deviation, resulting in C̄.

Next, feature-specific scaling and shifting are applied to the
normalized matrix C̄ using the trainable vectors α and β, both
of length M̈ :

LayerNorm(C;WL) =
(
1Kα

T
)
⊙ C̄+ 1Kβ

T ,

where WL = {α,β} represents the trainable parameters.
Unlike in GPT, where each input feature vector is nor-

malized independently, the PAPC transformer normalizes all
feature vectors together, preserving inter-user relationships.
Additionally, it applies feature-specific scaling and shifting
for greater flexibility across feature dimensions, unlike GPT’s
scalar-based approach.

2) Preprocessing Stage: The preprocessing stage of the
PAPC transformer is designed to prepare the input large-scale
fading coefficients matrix B for use within the transformer
architecture. The matrix is first transposed so that each row

corresponds to a user, allowing the model to treat each user’s
fading coefficients as a single unit. All the linear layers in the
transformer architecture are thus performed row-wise.

To handle the significant variation in the values of B, an
element-wise logarithm is applied. Each row of ln(BT ) is
linearly mapped into a higher-dimensional space of length
M̄ (M̄ > M ), extracting a richer set of features. Layer
normalization is applied before and after the mapping to
ensure stable training. Let WP represent all the trainable pa-
rameters in this preprocessing step, then the output is denoted
as Z(0) = FP (B;WP ). Fig 3 depicts this functionality.

In NLP models like GPT, preprocessing involves embed-
ding discrete tokens into continuous vectors and applying
positional encoding. In the PAPC transformer, each user’s
fading coefficients are treated similarly to tokens, with a linear
mapping analogous to the embedding step, transforming each
user’s vector into a higher-dimensional space. Semantic simi-
larity between tokens can be compared to channel similarities
between users. Since the user order is irrelevant, positional
encoding is omitted. The resulting matrix, Z(0), provides a
rich representation of the propagation environment, similar to
the context in NLP applications.

The primary computational cost of a single forward pass
comes from the linear mapping, with complexity O(M̄MK).

3) MMHA: The MMHA module is the core building block
of the PAPC transformer. It processes input data across mul-
tiple attention heads and applies masking to capture dynamic
inter-user relationships.

The MMHA module takes the matrix X ∈ RK×M̄ and the
mask matrix Φ ∈ RK×K as inputs and produces Y ∈ RK×M̄ .
The module operates with H attention heads, where M̄ is an
integer multiple of H (M̄ = HD; H and D are integers).
The overall architecture of the MMHA module is illustrated
in Fig. 4.

As shown in Fig. 4a, for each attention head h, h =
1, · · · , H the input matrix X is transformed into three matri-
ces: Query (Q(h)), Key (K(h)), and Value (V(h)), each of size
K ×D, through separate linear transformations. Using these
three matrices as input to a scaled dot-product self-attention
mechanism, the head then computes the output matrix Y(h).

The scaled dot-product self-attention mechanism, shown in
Fig. 4b, begins with the computation of attention scores:

S(h) = Q(h)(K(h))T /
√
D,

followed by a masking operation:

S̄(h) = S(h) ⊙Φ.

The softmax function [42] is then applied row-wise to S̄(h)

to generate the attention weights A(h), and compute

Y(h) = A(h)V(h).

As shown in Fig. 4, the outputs from all H heads are
concatenated along the feature dimension and passed through
a linear layer to produce the final output Y, compactly
represented as Y = FM(Φ,X;WM), where WM denotes all
the trainable parameters.
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Fig. 4: MMHA architecture in the PAPC transformer, processing the input through multiple attention heads combined with
masking feature to model inter-user relationships and handle pilot contamination.
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Fig. 5: The PAPC transformer block processes the input
using an MMHA and a feed-forward network, with residual
connections and layer normalizations.

In an attention head, each user’s output is computed as
a weighted combination of the feature vectors (rows) of the
Value matrix, with the contribution of each user’s input fea-
tures determined by data-driven attention weights. Rather than
manually crafting input features using element-wise ratios of
large-scale fading coefficients, as described in Section III-B,

these heads learn to capture the inter-user relationships from
the input data in the form of attention weights. These weights
are computed independently across multiple heads, allowing
the model to capture diverse relationships between users.

While GPT employs unidirectional attention for sequence
generation—where each token is influenced only by its pre-
ceding tokens—this is achieved through binary masking,
setting attention scores to −∞ for future tokens to ensure
their attention weights are zero after the softmax. In contrast,
the PAPC transformer requires bidirectional attention, similar
to bidirectional encoder representations from transformers
(BERT) [43], to compute all rows of Y simultaneously,
thereby capturing inter-user relationships without sequence
dependency. Here, masking is not employed for controlling
directionality but rather for incorporating the matrix Φ, which
reflects pilot allocation information, whose elements range
from 0 to 1. The MMHA in PAPC manages user relationships
and pilot contamination by integrating BERT’s bidirectional
attention with GPT-inspired masking.

In GPT, the MMHA module sets masked positions of
attention scores to −∞, whereas in the MMHA of PAPC,
zeros in Φ lead to zeros in attention scores while resulting in
nonzero attention weights. Intuitively, a zero attention weight
is desirable for mutually uncontaminated pair of users, as
channel similarities among them is irrelevant. This counter-
intuitive design, while unexpected, has proven effective based
on extensive simulations.

The dominant cost during a single forward pass of MMHA
arises from computing the Query, Key, and Value matrices,
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characterized by O(M̄2K).
4) The PAPC Transformer Block: The PAPC transformer

block processes the input matrix X and the mask matrix Φ,
producing the output matrix Z through attention and feed-
forward operations, as shown in Fig. 5.

First, the MMHA module computes the intermediate matrix
Y as FM(Φ,X;WM), where WM represents its trainable
parameters. A residual connection then adds the input X to
Y, and the result is normalized using layer normalization with
trainable parameters WT1 , yielding

Ȳ = LayerNorm(X+Y;WT1).

Next, Ȳ is passed through a feed-forward (FF) network with
one hidden layer, consisting of M̄ units with rectified linear
unit (ReLU) activation [42]. It computes Ŷ = FF(Ȳ;WFF )
with parameters WFF . Another residual connection adds Ŷ
to Ȳ, followed by layer normalization with parameters WT2

to produce

Z = LayerNorm(Ȳ + Ŷ;WT2).

Distinct from the GPT architecture, the PAPC transformer
block incorporates the external mask matrix Φ as an input
to MMHA.

The overall functionality of the PAPC transformer block
is compactly represented as Z = FT(Φ,X;WT ), where
WT denotes all the trainable parameters. The computational
complexity of the PAPC transformer block is dominated by
the MMHA and FF modules, with a complexity of O(M̄2K)
per forward pass.

5) Postprocessing Stage: The postprocessing stage is de-
signed for the PAPC transformer, consisting of L transformer
blocks that output Z(L) with dimensions K× M̄ . The goal is
to convert Z(L) into power control coefficients M, using the
additional input Φ, as shown in Fig. 6.

A linear mapping to M dimensions on each row of Z(L) is
applied:

M̂ = Linear(Z(L);WO1
),

where WO1
represents the trainable parameters. Let WO2

denote the trainable parameters of a subsequent normalization
stage:

M̄ = LayerNorm(M̂;WO2).

Next, the matrix M̄ undergoes the following transformation:

M̃ = e−ReLU(M̄T+6)

to ensure that each element of M̃ remains bounded between
0 and 1, and initialized as small positive number.

The matrix M̃ is then multiplied by the diagonalized
version of Φ, represented as Φ̃ = diagonalize(Φ), where the
off-diagonal elements of Φ are set to zero. The final output
is obtained by projecting the result onto S:

M = ProjS(M̃Φ̃). (10)

The projection operation ProjS(·) is performed as a series of
per-BS projections, as outlined in [12].

Let WO represent all the trainable parameters in the
postprocessing stage, then, the overall functionality can be
represented as M = FO(Φ,Z(L); WO).

In summary , the linear mapping reduces the dimension-
ality to match the number of base stations M , while the
layer normalization ensures stability. The matrix transpose is
performed to align with the required M × K structure of
the final output. The ReLU and exponentiation ensure that
the elements of M̃ are in [0, 1], while the scalar shift of
6 initializes these elements to small positive numbers. The
projection operation ensures that the final power control values
satisfy the necessary constraints. Finally, the multiplication of
M̃ with the diagonalized Φ enables the PAPC transformer to
flexibly handle a varying number of users avoiding a redesign.

To handle varying user counts (varying K feature), the
system supports up to KMAX users by padding. When
K < KMAX, B is padded with a small constant (e.g.,
6 · 10−13) and Φ with zeros. Combined with the matrix
multiplication of M̃ and diagonalized Φ, this ensures that
outputs for users beyond K remain zero, allowing the system,
designed for KMAX users, to adapt without a redesign.

The computational complexity of a forward pass is domi-
nated by the linear mapping layer, which has a complexity of
O(M̄MK).

6) PAPC Transformer Model Design: The PAPC trans-
former model consists of three main components: the input
preprocessing stage, a sequence of L PAPC transformer
blocks, and the postprocessing stage. It takes B as input
and produces the power control coefficient matrix M. Fig 7
represents the PAPC architecture.

As described in Section IV-B2, the preprocessing stage
generates Z(0) taking B as input. For l ranging from 1
to L, the output of each transformer block is given by
Z(l) = FT(Φ,Z(l−1); Wl

T), where W
(l)
T is the trainable

parameters of the lth block. The postprocessing stage takes
Φ and Z(L) as input to produce M. Note that all transformer
blocks, as well as the postprocessing stage, use the same mask
matrix Φ as an additional input.

Assuming L ≪ M and M̄ is of order M , as observed
from the simulations, the computational complexity for a
single forward pass in the PAPC transformer is O(M2K).
In contrast, the computational complexity of the APG is
O(MIMK2) [12], where MI is the number of iterations
and is comparable to M . This comparison underscores the
substantial computational advantage of the learning-based
PAPC transformer over the APG.

The PAPC transformer is compactly represented as

M = FPAPC(Φ,B; WPAPC),

with WPAPC as the trainable parameters. The transformer
FPAPC is trained to approximate the optimal mapping from
the large-scale fading matrix and the pilot allocation infor-
mation matrix to power control coefficients that maximize
the empirical average of smoothed minimum SE as given in
(9). By leveraging attention mechanism to capture structural
relationships in B and incorporating Φ, it offers a scalable and
efficient solution for downlink power control in CFmMIMO
networks.
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Fig. 7: PAPC transformer architecture using L PAPC trans-
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7) Training the DNN: The PAPC is trained using the
PyTorch library, which automatically handles the backpropa-
gation.3 The adaptive moment estimation (ADAM) optimizer
is employed, configured with parameters βADAM

1 = 0.9,
βADAM
2 = 0.98, and ϵADAM = 10−9, as suggested in [40].

Training is conducted over 16 epochs with mini-batches of
size 1024. A learning rate scheduler adjusts the learning rate
(lrate) based on the training step number nstep, as in [40]:

lrate = d−0.5
mod ·min(n−0.5

step , nstep · n−1.5
warmup) (11)

where nwarmup is set to 4000, and dmod depends on the model’s
size.4

V. NUMERICAL RESULTS

A. Simulation Setup

The performance of the PAPC transformer in downlink
power control is evaluated in a CFmMIMO system with a
density of 1000 BSs per sq. km. Various scenarios with dif-
ferent numbers of BSs and users, where each BS is equipped
with N = 4 antennas, is considered. A wrap-around topology
is assumed to simulate a large area to avoid boundary effects.

The distance between the mth BS and the kth user is
dmk [km]. A three-slope path loss model defines the path loss:

3We thank Andrei Palshin, Department of Information and Communica-
tions Engineering, Aalto University, for his invaluable support in training,
fine-tuning, and validating the deep learning models used in this work.

4In Section V, dmod is set according to the simulation scenarios considered.
The complete implementation is available in the GitHub repository [44].

BS Density 1000 APs per sq. km.
Length of the coherence block 200 symbols
Length of the pilot sequence 20 symbols

L0 140.72 dB
d0 0.01 km
d1 0.05 km

Standard deviation of shadow fading (σsh) 8 dB
Noise power spectral density N0 −173.98 dBm/Hz

BandWidth 20 MHz
Total Noise power at the receiver (Pn) −91.97 dBm

Transmit SNR of uplink pilot (ζp) 1/Pn

Transmit SNR of downlink data (ζd) 0.2/Pn

Smoothening parameter (λ) 3

TABLE I: Simulation Setup Parameters

PLmk = −L0 − 15 log10(d1) − 20 log10(d
′
mk) [dB], where

d′mk is

d′mk =





d0 dmk ≤ d0

dmk d0 < dmk ≤ d1

d1 dmk > d1.

The large-scale fading coefficient of the corresponding chan-
nel is βmk = PLmk + zmk [dB], with zmk ∼ NC(0, σ2

sh)
accounting for shadow fading. The parameters are set as
L0 = 140.72 dB, d0 = 0.01 km, d1 = 0.05 km, and
σsh = 8 dB, following [5].

The noise power is Pn = BW10(N0+Nf−30)/10 [W].
Assuming a noise figure of Nf = 9 dB, the noise power
spectral density N0 = −173.98 dBm/Hz, and a channel
bandwidth of BW = 20 MHz, the transmit SNR for the uplink
pilot and downlink data are ζp = 0.2/Pn and ζd = 1/Pn,
respectively.

The coherence block and the pilot sequence lengths are
τ = 200 symbols and τp = 20 symbols, respectively. The
pilot allocation method assigns pilots from τp orthogonal
sequences, giving the first min(K, τp) users unique pilots, and
then randomly selecting/reusing pilots for the remaining users
if K > τp. The smoothing parameter in (7) is set as λ = 3.
Table I summarizes the simulation setup.

B. Neural Network Models and Training

To demonstrate the potential of PAPC, an FCN model
is trained alongside PAPC for various scenarios. In all the
scenarios, 2000 samples are used for evaluation, while they are
trained on P = 12, 000, 000 samples unless stated otherwise.



10

Scenario M KMIN KMAX M̄ M̂ dmod
0 10 − 4 80 160 16
1 100 − 20 500 1000 100
2 100 − 40 500 571 100
3 100 40 80 500 − 100

TABLE II: Hyperparameters for Each Scenario

Training occurs on Graphics processing units (GPUs)5, and
testing is done without GPU assistance to ensure fair compar-
ison of computational times across algorithms.

The FCN model uses a flattened B, that becomes a vector
of length MK, as its input. This is transformed through a
layer normalization stage before passing it through three fully
connected linear layers, including an input, a hidden, and
an output layer. The input and hidden layers are followed
by a corresponding layer normalization module and a ReLU
unit. The number of features in the hidden layer is M̂ .
Furthermore, a matrix reshaping is performed, followed by
a postprocessing operation similar to PAPC’s postprocessing
module, but without the matrix multiplication used in PAPC
to handle the varying K feature.

C. Scenarios and Evaluation Strategy

The performance of PAPC is compared against FCN, a
simple equal power allocation (EPA) algorithm, and the APG
algorithm. In EPA, each BS assigns equal power to all
the users in the downlink signal. The empirical cumulative
distribution function (CDF) of the per-user SE is used to
represent the performance curve of all algorithms.

Four distinct scenarios are examined, ranging from Sce-
nario 0 to Scenario 3. Scenario 0 represents a small-scale
CFmMIMO network with M = 10 BSs and K = 4 users
within an area of 0.01 sq. kms. In contrast, Scenarios 1, 2,
and 3 expand the network to M = 100 BSs, with user counts
of K = 20, K = 40, and K = 80, respectively, across an area
of 0.1 sq. kms. For all the scenarios, the number of transformer
blocks is L = 3 and the number of heads is H = 5.

The use of PAPC enables the extension of CFmMIMO from
the small-scale Scenario 0, consistent with similar ranges of
network sizes discussed in existing literature, to larger config-
urations considered in Scenarios 1 through 3. In Scenarios 2
and 3, it is important to note that pilot reuse leads to pilot
contamination.

To compare the performance of FCN and PAPC, M̂ is
set in such a way that the number of trainable parameters
in both the networks is approximately the same. Due to
heavy computational requirements and poor performance, the
evaluation of FCN is omitted in Scenario 3. To demonstrate
the varyink K feature of PAPC, the model for Scenario 3 is
trained for the values of K between KMIN and KMAX. Table II
summarizes hyperparameters for each scenario.
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Fig. 8: CDF comparison of PAPC, FCN, EPA, and APG in
Scenario 0 for different training samples. To interpret the
results, note that for the max-min fairness objective, a CDF
curve that ascends sharply and is also positioned further to the
right compared to other curves is considered advantageous.
Thus, PAPC outperforms FCN and EPA, approaching APG’s
performance faster as the number of samples increases.

D. Validation of PAPC in Contamination-Free Small-Scale
CFmMIMO

Scenario 0 is a small and contamination-free CFmMIMO
system used to assess the PAPC’s performance. The FCN and
PAPC models are trained with P = 100, 000, P = 1, 000, 000,
and P = 12, 000, 000 samples. For this scenario, Fig. 8
compares the CDFs of PAPC with FCN, EPA, and APG.

In this simple and contamination-free scenario, both PAPC
and FCN surpass the EPA method with as few as 100, 000
training samples, highlighting the effectiveness of learning-
based approaches even with limited data. As the number of
training samples increases (from 100, 000 to 1, 000, 000 and
12, 000, 000), both models continue to improve, with their
CDF curves moving closer together, indicating a reduced
performance gap with the benchmark, APG. PAPC, however,
consistently reaches performance closer to APG faster than
FCN, likely due to its structural design and effective utilization
of pilot information (the fact that there is no contamination).
With 12, 000, 000 samples, PAPC’s performance closely aligns
with that of the APG algorithm, demonstrating its ability to
achieve results comparable to the benchmark with sufficient
training.

E. PAPC Performance in Large-Scale CFmMIMO Scenarios

Scenarios 1 to 3 represent large-scale CFmMIMO systems.
Scenario 1 is contamination-free, while Scenarios 2 and 3
involve pilot contamination, with Scenario 3 experiencing
heavy contamination.

The FCN and PAPC models are trained for Scenario 1 and
Scenario 2. Additionally, the PAPC is trained for Scenario 3

5We acknowledge the computational resources provided by the Aalto
Science-IT project.
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Fig. 9: CDF comparison across Scenarios 1 to 3 for different algorithms. PAPC consistently approaches APG performance,
outperforming other algorithms due to its masking and attention mechanisms. FCN struggles due to its lack of structure and
pilot allocation information.

by enabling the varying K feature. While testing this scenario,
the input samples are generated using a fixed number of users,
K = KMAX. Fig. 9 provides a comparative analysis between
the CDFs of PAPC, FCN, EPA, and APG.

PAPC consistently approaches the performance of APG in
all scenarios, while FCN struggles due to structural inefficien-
cies, such as the input flattening operation. In Scenario 2, pilot
contamination further worsens FCN’s performance as it lacks
pilot allocation information, making it perform worse than
both PAPC and EPA. In contrast, PAPC effectively handles
pilot contamination, leveraging its masking feature to maintain
robust performance.

A quantitative analysis of the minimum SE observed by the
top 90% of users further demonstrates PAPC’s superiority. In
Scenario 1, FCN lags behind PAPC by 1.74 bits/s/Hz, and
EPA lags by 0.92 bits/s/Hz. In Scenario 2, FCN falls behind
PAPC by 2.41 bits/s/Hz, while EPA lags by 0.92 bits/s/Hz.
Finally, in Scenario 3, where heavy contamination is present,
EPA lags behind PAPC by 0.91 bits/s/Hz. Additionally, the
minimum SE observed by PAPC lags behind APG by only
0.08 bits/s/Hz in both Scenario 2 and Scenario 3, while

for Scenario 1, the difference is negligible6. These results
emphasize the robustness of PAPC across different levels of
contamination, providing consistent gains compared to other
methods.

Scenario 3 is the most critical one for evaluating PAPC,
as it subjects the model to severe pilot contamination. While
being trained with the varying K feature, PAPC shows strong
test performance with a fixed number of users, effectively
managing the contamination. Since Scenario 3 addresses the
case of large-scale configuration, this scenario is used to
compare the computational efficiency of PAPC, EPA, and
APG. Table III details the average computational time for
each approach, measured on a 64-bit Windows-10 system
with 16 GB RAM and an Intel(R) Xeon(R) Platinum 8176,
2.10 GHz, without GPU testing.

From the table, the computationally inefficient EPA is the
fastest algorithm, while PAPC achieves comparable perfor-
mance to that of APG, but it is nearly 1000 times faster than
APG.

6This detail is not annotated in the figure to avoid further visual congestion.
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Algorithm Run-time (in secs)
APG 38.7373
PAPC 0.0262
EPA 0.0003

TABLE III: Run-time of the algorithms in Scenario 3. EPA
is the fastest algorithm, while PAPC achieves comparable
performance to that of APG, but it is nearly 1000 times faster
than APG.
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Fig. 10: Comparison of PAPCs trained on Scenario 2 and Sce-
nario 3 (tested with K = 40), showing matching performance
on Scenario 2 and validating that larger configurations with
padding do not compromise results.

F. Evaluating the Flexibility of PAPC

Fig. 10 compares PAPC trained in Scenario 3 with varying
K feature enabled, evaluated with fixed K = 40, to PAPC
trained and tested in Scenario 2 with fixed K = 40. The
performance of PAPC in both cases is nearly identical, vali-
dating that the padding and postprocessing tricks for handling
varying K feature do not compromise the performance.

Fig. 11 presents the performance of PAPC when tested in
Scenario 3 with the varying K feature enabled. The results
show that PAPC maintains its strong performance, matching
the APG algorithm and outperforming EPA, demonstrating its
ability to dynamically adjust to fluctuating user counts without
any loss in efficiency.

VI. CONCLUSION

The proposed PAPC transformer offers an innovative and
efficient solution for downlink power control in CFmMIMO
by utilizing the attention mechanism to leverage inter-user
relationships and incorporating pilot allocation information
via a novel masking technique. This enables PAPC to han-
dle pilot contamination effectively, a limitation that con-
fined prior learning-based methods to small-scale systems.
By demonstrating scalability to a system size as large as
MK = 8000—the first in literature of learning-based so-
lutions—PAPC significantly outperforms FCNs and matches
the performance of traditional algorithms like APG with far
greater computational efficiency. The PAPC’s ability to adapt

0 1 2 3 4
Per-user spectral efficiency
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0.4
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CD
F

PAPC - Sc. 3 with Var K
EPA - Sc. 3 with Var K
APG - Sc. 3 with Var K

Fig. 11: PAPC performance in Scenario 3 with varying K,
comparable to APG and surpassing EPA. PAPC maintains
its strong performance, matching the APG algorithm and
outperforming EPA, demonstrating its ability to dynamically
adjust to fluctuating user counts without any loss in efficiency.

to varying numbers of users provides additional flexibility.
With computational efficiency up to 1000 times faster than
APG, PAPC offers a scalable solution for power control, with
the potential to extend beyond the systems explored here,
though scalability remains dependent on available training
resources.
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