Non-iterative Subspace-based Method for Estimating AR Model Parameters in the Presence of White Noise with Unknown Variance
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Abstract—We consider the problem of estimating the parameters of autoregressive (AR) processes in the presence of white observation noise with unknown variance, which appears in many signal processing applications. A new non-iterative subspace-based method named extended subspace (ESS) method is developed. The basic idea of the ESS is to estimate the variance of the observation noise via solving a generalized eigenvalue problem, and then estimate the AR parameters using the estimated variance. The major advantages of the ESS method include excellent reliability and robustness against high-level noise, and also estimating the AR parameters in a non-iterative manner. Simulation results help to evaluate the performance of the ESS method, and demonstrate its robustness.
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I. INTRODUCTION

In many signal processing applications, the autoregressive (AR) modeling of random signals is used to describe the signal of interest (SoI) in a simple and effective way. The application areas cover array processing, spectral estimation, speech processing, noise cancellation, image processing, biomedical signal processing, and communication channel estimation [1]–[9]. The broad usage of AR modeling is due to its simplicity of computing unknown model parameters and its excellent resolution performance. In addition to the problem of one-dimensional AR estimation, the problems of multichannel AR estimation and nonlinear AR estimation have been subject of active research [10]–[13]. The conventional solution of the AR estimation problem is the standard least-squares (LS) derived by low-order Yule-Walker equations. However, in practical situations, the AR signal may be contaminated by noise. Because of white observation noise corruption of the measurements, the zero lag autocorrelation is biased, leading to a biased solution of Yule-Walker equations [14].

To estimate noisy AR parameters, three main types of techniques have been developed in the past decades. Techniques belonging to the first type aim to avoid zero lag autocorrelations by using high-order Yule-Walker equations. As the first step, the AR signal is modeled by the AR moving average (ARMA) model. Then, the AR parameters can be estimated by some methods such as the maximum likelihood (ML) method [15], the recursive prediction error (RPE) [16], as well as using the modified Yule-Walker (MYW) equations [1]. Unfortunately, these methods suffer from the lack of data for computing high autocorrelation lags estimates, which causes the presence of error in those autocorrelation lags.

Methods of the second type use the bias compensation principle to estimate the noisy AR model. Removing bias from low-order Yule-Walker equations is the key then. In general, such methods can be divided into two subcategories. Methods in the first subcategory, which are known as subspace methods, model Yule-Walker equations as an eigenvalue problem and estimate both the observation noise variance and the AR model parameters [3], [17], [24]. Methods in the second subcategory attempt to find the best estimation of both observation noise variance and the AR model parameters by iterating between two sets of equations [18]–[22]. Such methods are called improved least-squares (ILS) based methods. In [19], an ILS method with a direct structure (ILSD) has been suggested, while in [20] it has been extended to achieve fast convergence. In [21], the inverse filtering based improved least-squares (IFILS) method, which uses inverse filtering equations in conjunction with Yule-Walker equations to find the desired solution, has been proposed. Recently, a novel iterative-based method which obtains a perfect solution by solving a nonlinear equation in order to achieve an unbiased estimate of AR parameters has been developed in [18]. It is claimed that this method is able to achieve efficient performance by picking the initial value of observation noise variance within a certain region [18]. However, our simulations showed that different initial values would lead to different estimates, which are not always the efficient ones.

The third type of methods exploit the concept named errors-in-variables (EIV) to estimate the noisy AR model [27]–[28]. For example in [27], the variance of observation noise is estimated by minimizing a cost function formed by high-order Yule-Walker equations, while the AR parameters are estimated via low-order Yule-Walker equations. Although, it is a non-iterative method, minimizing the proposed cost function leads to a one-dimensional search process, which turns this method to a computationally demanding one in comparison with the subspace-based methods.
In this paper, a novel subspace-based method for estimating the AR parameters contaminated by white noise is developed. This method tries to estimate the variance of the observation noise by solving a generalized eigenvalue problem, followed by using the estimated variance to estimate the AR parameters. This method is non-iterative, computationally efficient, and it demonstrates excellent robustness against high-level observation noise. In addition, unlike the iterative methods, the convergence problem is not existing here. Simulation results confirm our claims.

II. DATA MODEL

The noisy $p$th order real AR model can be represented by

\[
x(t) = a_1 x(t-1) + a_2 x(t-2) + \ldots + a_p x(t-p) + e(t) = a^T x_t + e(t)
\]

\[
y(t) = x(t) + w(t)
\]

where $e(t)$ is zero mean white stationary noise with variance $\sigma_w^2$; $a = [a_1, a_2, \ldots, a_p]^T$ is the vector of coefficients of the AR model ($T$ denotes the transpose operation); $x_t = [x(t-1), x(t-2), \ldots, x(t-p)]^T$; and $w(t)$ is zero mean white stationary observation noise with variance $\sigma_w^2$. Moreover, $w(t)$ in (2) is assumed to be uncorrelated with the driving noise $e(t)$, that is, $E\{w(t)e(n)\} = 0$ for all the $N$s and $T$s, where $E\{\cdot\}$ is the expectation operator.

The autocorrelation function of $y(t)$ can be presented by:

\[
\begin{align*}
y_y[k] &= E\{y(t)y(t-k)\} \\
&= E\{(x(t) + w(t))(x(t-k) + w(t-k))\} \\
&= r_x[k] + \sigma_w^2 \delta[k]
\end{align*}
\]

where $r_x[k]$ is the autocorrelation function of the noiseless AR process $x(t)$, and $\delta[k]$ is the delta function. The result obtained in (3) clearly indicates that the presence of the observation noise causes zero lag of the autocorrelation function of $y(t)$ to be biased. By taking into account the fact that $e(t)$ is white and also independent of $x(t-i)$, $i > 0$, (3) can be written for $k = 0$ as

\[
\begin{align*}
y_y[0] &= E\{y(t)^2\} = E\{x(t)^2\} + \sigma_w^2 \\
&= E\{(x(t))((x(t))^T a + e(t))\} + \sigma_w^2 = r_x^T a + \sigma_w^2 + \sigma_w^2
\end{align*}
\]

where $r_x = [r_x[1], r_x[2], \ldots, r_x[p]]^T$. In addition, according to (1), the well-known Yule-Walker equations can be written as

\[
r_x[k] = \sum_{i=1}^{p} a_i r_x[k-i], \quad k \geq 1.
\]

As a result, by evaluating (5) for $k = 1, \ldots, p$, the following linear system of equations is obtained:

\[
R_x a = r_x
\]

where

\[
R_x = \begin{bmatrix}
r_x[0] & r_x[-1] & \cdots & r_x[1-p] \\
r_x[1] & r_x[0] & \cdots & r_x[2-p] \\
& \vdots & \ddots & \vdots \\
r_x[p-1] & r_x[p-2] & \cdots & r_x[0]
\end{bmatrix}.
\]

Combining (3), (6) and (7), we obtain

\[
R_y a = r_y + \sigma_w^2 a
\]

where $R_y$ and $r_y$ are defined in a similar way as $R_x$ and $r_x$, and also $r_y = r_x$. Note that $p$ equations (8) are called the low-order Yule-Walker equations. By multiplying both sides of (8) by $R_y^{-1}$ from the left, we obtain

\[
a = R_y^{-1} r_y + \sigma_w^2 R_y^{-1} a
\]

Additionally, $q$ high-order Yule-Walker equations can be obtained by evaluating (5), for $p+1 \leq k \leq p+q$, and using (3) as follows:

\[
R_y a = r_q
\]

where $r_q = [r_y[p+1], r_y[p+2], \ldots, r_y[p+q]]^T$, and

\[
R_q = \begin{bmatrix}
r_y[p] & r_y[p-1] & \cdots & r_y[1] \\
& \vdots & \ddots & \vdots \\
r_y[p+q-1] & r_y[p+q-2] & \cdots & r_y[q]
\end{bmatrix}
\]

III. EXTENDED SUBSPACE METHOD

In this section, we propose a novel non-iterative subspace-based method for the problem above. This method is primarily based on combining the low- and high-order Yule-Walker equations, which are respectively given in (3) and (10), and estimating $\sigma_w^2$ via converting the resultant linear system of equations to a generalized eigendecomposition problem. After obtaining $\sigma_w^2$, $a$ can be computed as the LS solution of the aforementioned system of equations.

To begin with, by combining (8) and (10), we obtain

\[
Aa = b + \sigma_w^2 c
\]

where

\[
A = \begin{bmatrix}
R_y & R_q \\
R_y & R_q
\end{bmatrix}, \quad b = \begin{bmatrix} r_y \\ r_q \end{bmatrix}, \quad c = \begin{bmatrix} a \\ 0_q \end{bmatrix}
\]

where $0_q$ denotes a $q \times 1$ vector whose all entries are zero. Since $b$ is a $(p+q) \times 1$ vector, there exist $p+q-1$ vectors $d_i$ ($i = 1, 2, \ldots, p+q-1$) which satisfy the following conditions:

\[
d_i^T b = 0 \quad i = 1, \ldots, p+q-1
\]

\[
d_i^T d_j = 0 \quad i \neq j.
\]

Consequently, we can construct a $(p+q-1) \times (p+q)$ matrix $D$ whose rows are $d_i^T$. By premultiplying (12) by $D$, and taking advantage of (14), we obtain

\[
DAa = \sigma_w^2 Dc.
\]
In addition, by taking the definition of \( c \) in \([13]\) into account, \([16]\) can be rewritten as
\[
(DA - \sigma_w^2 E)a = 0_{p+q-1}
\] (17)
where \( E \) denotes the matrix constructed by the first \( p \) columns of \( D \). As it can be observed, \([17]\) appears to have the form of the generalized eigendecomposition problem.

Multiplying both sides of \([17]\) by \((DA - \sigma_w^2 E)^T\), we obtain a quadratic eigenvalue problem as follows:
\[
(G_0 + \sigma_w^2 G_1 + (\sigma_w^2)^2 G_2)a = 0_p
\] (18)
where
\[
G_0 = A^T D^T DA, \quad G_1 = -(A^T D^T E + E^T DA), \quad G_2 = E^T E.
\] (19)

Several approaches have been presented in the literature in order to solve \([18]\) and find \( \sigma_w^2 \). We can rewrite \([18]\) as a generalized eigenvalue problem in the following way \([26]\):
\[
(P - \sigma_w^2 Q)a = 0_{2p}
\] (20)
where
\[
P = \begin{bmatrix} G_0 & 0 \\ 0 & I_p \end{bmatrix}, \quad Q = \begin{bmatrix} -G_1 & -G_2 \\ I_p & 0 \end{bmatrix}, \quad \hat{a} = \begin{bmatrix} a \\ \sigma_w^2 a \end{bmatrix}
\] (21)
where \( I_p \) is the \( p \times p \) identity matrix. After solving \([20]\), since the resultant \( 2p \) eigenvalues are real or complex conjugate \([26]\), the real eigenvalue with the smallest modulus should be chosen as \( \sigma_w^2 \). However, in practical scenarios, due to the finite number of samples utilized to estimate the autocorrelation matrix, all of the eigenvalues obtained by solving \([20]\) may be complex. Therefore, it is reasonable to choose the modulus of the eigenvalue whose absolute value of the imaginary part is minimum, as the estimated \( \sigma_w^2 \).

The only issue remaining is to define a method for estimating \( a \). Making use of the estimated \( \sigma_w^2 \), \([12]\) can be rearranged as
\[
Ha = b
\] (22)
where
\[
H = \begin{bmatrix} R_y - \sigma_w^2 I_p \\ R_q \end{bmatrix}.
\] (23)
Thus, the LS solution of \([23]\) with respect to \( a \) is given by
\[
a = (H^T H)^{-1} H^T b.
\] (24)
After calculating \( \sigma_w^2 \) and \( \sigma_e^2 \) can be obtained via \([4]\).

IV. SIMULATION RESULTS

In this section, the performances of the proposed ESS algorithm is compared with that of the subspace method (SS) \([24]\), the IFILS method \([21]\), and Xia and Zheng’s method \([18]\) by means of simulations. In order to evaluate the accuracy of the aforementioned methods in estimating AR parameters, two numerical examples are considered. The number of trials is set to \( M = 1000 \). Moreover, the parameter estimation methods are evaluated in terms of relative error (RE), and normalized root mean squared error (NRMSE), which are defined through the upcoming procedure:
\[
RE = \frac{\|m(\hat{a}) - a\|}{\|a\|}
\]
\[
m(\hat{a}) = \frac{1}{M} \sum_{m=1}^{M} \hat{a}_m
\]
\[
NRMSE = \sqrt{\frac{\sum_{m=1}^{M} (\|\hat{a}_m - a\|^2)}{M}}
\]

where \( \hat{a}_m \) denotes the estimate of \( a \) in the \( m \)th trial.

It should be mentioned that \( \sigma_w^{(0)} \) is chosen to be \( \eta \lambda_{min}(R_y) \) in the Xia-Zheng method; \( \eta \) is picked within the interval \([0.55, 0.99]\) (see \([18]\)). As mentioned before, the main drawback of the Xia-Zheng method is that there is an uncertainty about choosing the value of \( \eta \). Therefore, in each scenario, we choose the appropriate values for parameters \( \eta, \delta_1 \) and \( \delta_2 \), which lead to the best performance of the Xia-Zheng method.

The initial parameters of each simulated method are as follows. In the IFILS method, the parameter \( q \) is set to 2, and the value of parameter \( \delta \), which determines when to terminate the iteration process, is set to 0.001 in all the examples. The parameter \( q \) is set to 8 for the SS method. In addition, \( q \) is set to 3 for the proposed ESS method.

Example 1. Consider a fourth-order noisy AR process with \( a = [1.6771, -1.6875, 0.9433, -0.3164]^T \) and \( \sigma_w^2 = 1 \). It should be noted that \( e(t) \) is assumed to be a zero mean, white Gaussian process in all the examples. Two scenarios are considered. In the first one, \( w(t) \) is assumed to be a zero mean, white Gaussian process with \( \sigma_e^2 = 0.056 \), making signal-to-noise ratio (SNR) as follows:
\[
SNR = 10 \log_{10} \frac{m(x(t)^2)}{\sigma_w^2} \approx 20 \text{ dB}
\]

The sample size is set to \( N = 100 \) in this situation. Table \( I \) displays the means and standard deviations of the estimates of the AR parameters obtained from 1000 independent trials together with RE, and NRMSE for this case. As it can be noticed, the Xia-Zheng method and the ESS show better performance in comparison with two other methods. Note that \( \eta \) is set to 0.96, and \( \delta_1 \) and \( \delta_2 \) are set to 0.001 and 0.01, respectively, for the Xia-Zheng method.

In the second case, in order to demonstrate the reliability and robustness of the ESS, we increase \( \sigma_e^2 \) to 4.6, which leads SNR to be 1 dB. In this case, \( N \) is set to be 4000. Table \( II \) shows the means and standard deviations of the estimates of the AR parameters obtained from 1000 independent trials together with RE, and NRMSE for this case. As it can be observed, the performance of the ESS is much better than that of the other three methods. The IFILS has very bad performance in this scenario. In this case, both \( \delta_1 \) and \( \delta_2 \) are considered to be 0.01 for the Xia-Zheng method. Moreover, \( \eta \) is set to 0.96.
The aforementioned methods are compared for a more general simulation setup to provide more insights into accuracy of parameter estimation by these methods. The parameters \( N = 4000 \) and \( \sigma^2 \) are set to 0.05 here for the Xia-Zheng method. Additionally, \( \eta \) is set to 0.94, and both \( \delta_1 \) and \( \delta_2 \) are set to 0.05 here for the Xia-Zheng method.

Example 3. In this example, the performance of the aforementioned methods is compared for a more general simulation setup to provide more insights into accuracy of parameter estimation by these methods. The parameters \( N \) and \( \sigma^2 \) are set to 4000 and 1, respectively. Additionally, \( \eta \) is set to 0.94, and both \( \delta_1 \) and \( \delta_2 \) are set to 0.05 here for the Xia-Zheng method. A hundred sets of poles, each set containing four poles selected randomly inside the unit circle, are considered as the poles of a hundred different AR processes. Then, for each AR process, the AR parameters are estimated via the aforementioned methods for 1000 trials, and NRMSE is calculated. The mean of resultant NRMSEs of a hundred different AR signals is then taken as the total NRMSE in this simulation example. We repeat this scenario for different values of SNR that varies from 0 dB to 10 dB and plot the results in Fig. 1.

It can be observed from Fig. 1 that the proposed method shows more robust overall performance in dealing with various kind of AR processes in comparison with the IFLS and Xia and Zheng's methods for all SNRs. Note that since the performance of the SS method is very bad in this example, we omitted it. Moreover, since the selected value of \( \eta \) is not
appropriate for all of AR signals generated in this example, the Xia and Zheng’s method does not have a good performance. Thus, this simulation example confirms the dependency of Xia and Zheng method’s performance to the choice of initial value.

V. CONCLUSION

In this paper, a novel non-iterative subspace-based method was proposed for estimating the parameters of AR processes in the presence of white observation noise with unknown variance. The main idea of this method is to estimate the variance of the observation noise by solving a generalized eigenvalue problem as the first step, and then estimate the AR vector of parameters by finding the LS solution of a linear system of equations. The performance of the proposed method has been evaluated and compared with that of three other methods presented in the literature by means of simulations. The simulation results have demonstrated the superiority of the proposed method in terms of having smaller NRMSE, and also shown better robustness against high level of the observation noise. Moreover, the proposed method is non-iterative, and thus there are no convergence issues, unlike it is with the iterative-base methods.
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