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Abstract. The complexity and the dynamics of the Grid environment and of
the emering workflow-based applications on the Grid requirenovel performance
monitoring and analysis services in order to capture monitoring data at multiple
levels of abstraction, to analyze the data and to correlate metrics among entities.
In this paper, we present the design of distributed monitoring and performance
analysis services in the K-WfGrid project. We give an overview of the architec-
ture of the performance and monitoring services and discussuseful performance
and dependability metrics for workflows in K-WfGrid. We describe basic system
components including the monitoring and instrumentation service, the perfor-
mance analysis service along with data representation and service interface.
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1 Introduction

Monitoring and analysis services are an important part of any distributed system and
are essential in Grid environments because performance andmonitoring information is
required not only by the user to get an overview about the infrastructure and the running
applications, but also by most Grid services such as brokering services, data access op-
timization services, and schedulers. However, due to its complexity and dynamics, var-
ious entities encompassing infrastructure elements, applications, middleware, and oth-
ers, need to be monitored and analyzed in order to understandand explain performance
behavior in the Grid. The K-WfGrid EU IST Project entitled ”Knowledge based Work-
flow system for Grid Applications” [6] aims at providing knowledge-based supports for
workflow construction and execution. The main objective of the K-WfGrid project is
to enable the user to semi-automatically compose a workflow of Grid services, execute
the composed workflow application, monitor the performanceof the Grid infrastructure
and workflow applications, analyse the resulting monitoring information, capture the
knowledge contained in the information, and reuse the joined knowledge gathered from
all participating users in a collaborative way in order to efficiently construct workflows
for new Grid applications.

⋆ The work described in this paper is supported by the EuropeanUnion through the IST-2002-
511385 project K-WfGrid.



In order to support the semi-automatic workflow composition, execution, and knowl-
edge capture, it is required to monitor and analyse various types of performance and
monitoring data related not only to resources and networks but also to workflow appli-
cations. Moreover, to support the knowledge gathered during the operation of the Grid,
performance results must be stored in a knowledge base for further tasks. Our goal is to
design and develop distributed monitoring and performanceanalysis services that ad-
dress the aforementioned issues. In this paper, we describethe design of the K-WfGrid
monitoring and analysis services with special focus on requirements, architecture, sen-
sors, metrics, data representation, and service interfaces.

2 Related Work and Motivation

Current monitoring systems are usually specialized, and focus only on application or
infrastructure monitoring [2, 11]. Those systems are tailored to collect and deliver a
particular type of data which is reflected in their internal design and interface exposed
to clients to obtain the monitoring data. Instead of monitoring applications or infras-
tructure separately, we proposed a unified approach to the performance monitoring and
analysis for the Grid [10]. To integrate monitoring data coming from various sources
such as Grid applications, infrastructure, middleware, etc., an integrated and generic
framework for measuring and collecting these diverse monitoring data is required. How-
ever, until now, little effort has been spent in the development of such frameworks. Rare
efforts to provide a generic monitoring infrastructure areR-GMA [4] and Mercury
Monitor [7]. R-GMA employs an approach based on relational data model. Mercury
is a system which provides monitoring data as metrics and also supports steering. It
provides sensors for monitoring of application and resources.

However, both approaches have their limitations. R-GMA is based on Java servlets
technology, where data is represented in an XML-based relational model. Those fea-
tures make the solution rather slow, not suitable for transfers of large amounts of data in
a grid-scale system. Mercury, in fact, was built to overcomethe limitations of R-GMA
with respect to data transfer. Nevertheless, both Mercury and R-GMA have deficien-
cies that make them unsuitable for a service-oriented knowledge-rich workflow-based
grid system. First, the systems are not tailored to work in a service oriented environ-
ments. Both client-monitor and monitor-sensor interfacesare based on custom APIs
which limits their interoperability. Second, data representation does not take into ac-
count semantic information which is indispensable to make the data really meaningful.
Third, we argue that monitoring and performance analysis ofworkflow applications re-
quires a specific support which is not addressed in the mentioned systems. This support
includes, among others, a high-level abstract representation of workflow applications
presented to end-user, and a standardized instrumentationservice; using the abstract
representation, the user can pick the workflow regions, workflow activities, or code re-
gions to be instrumented, while the instrumentation service makes it possible to issue
the instrumentation requests in a standardized manner.

Motivated by the limitation of existing tools, our goal is todevelop a distributed
and generic monitoring and performance analysis frameworkfor workflow-based Grid
applications. Unique features of our approach are the following:



– monitoring sensors layer is fully decoupled from the monitoring system itself; stan-
dard libraries, interfaces and procedures are developed todeploy both stand-alone
and application-embedded (instrumentation) sensors,

– monitoring sensors are configurable, for example, they may be activated or deacti-
vated at any time; sensors can be event-driven or demand-driven and with/without
rule-based monitoring capabilities [9],

– monitoring data and performance results are delivered to clients on the fly,
– monitoring data types are defined with ontological description to support knowl-

edge extraction,
– monitoring and performance analysis services are decentralized, based on a peer-

to-peer model, to support scalability, availability and fault-tolerance,
– monitoring and analysis services are available as Grid/Webservices to enable in-

teroperability while the actual communication with the services is based on a low-
level, but fast, mechanism to ensure efficiency.

3 Overall Architecture

To cope with the dynamic nature of the Grid, the monitoring and analysis services have
to operate in a distributed and self-organizing manner. Therefore, the monitoring and
analysis services will utilize a peer-to-peer architecture model. As the key issues of
the Grid areintegrationandinteroperability, the Grid services for monitoring and per-
formance analysis of Grid infrastructures and workfows must expose a well-defined
interface to other services in order to access them. Moreover, K-WfGrid is based on a
service-oriented architecture (SOA). As a result, the monitoring and analysis services
must be built based on a Grid service-oriented model. Performance data has to be shared
among diverse services and multiple types of data have to be collected and delivered by
the monitoring and analysis service. Therefore, it requires a common XML-based rep-
resentation for instrumentation and monitoring requests,and XML representations for
performance and event data that can be used by other services, user interfaces and Grid
applications to invoke and control the monitoring and performance analysis. As perfor-
mance results are stored in a knowledge base, a novel ontology describing performance
data of Grid workflows is required.

Fig. 1 presents the architecture of Grid performance monitoring and analysis ser-
vices. The architecture includes two main services: Generic Monitoring and Instrumen-
tation Infrastructure (GEMINI) and Grid Performance Analysis Service (PAS). All of
them will be OGSA-based services executed on multiple Grid sites. They support the
instrumentation, monitoring and performance analysis of Grid workflow-based appli-
cations and infrastructures. To implement them we rely on existing implementations of
the Web Service Resource Framework (WSRF)[13], e.g. GlobusToolkit (GT) [3].

The GEMINI is responsible for conducting the instrumentation, collecting perfor-
mance data from applications and resources and providing that data to the PAS or
other external services which require performance and monitoring data. GEMINI in-
cludes an Instrumentation Service (supporting dynamically enabled instrumentation of
Grid workflow applications) and a Monitoring Service (collecting and providing per-
formance measurements). The PAS controls the instrumentation of Grid workflow ap-
plications and analyzes the performance of applications and infrastructures based on
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Fig. 1. Architecture of the Monitoring and Performance Analysis Framework

performance and monitoring data provided by the GEMINI. Moreover, the PAS sup-
ports the performance interpretation and bottleneck search for workflows. Both ser-
vices – GEMINI and PAS – publish the information about themselves and about the
types of performance data they provide into the Grid Organizational Memory (GOM)
[5] which is an OWL-based knowledge base and service registry currently beeing de-
veloped within the K-Wf Grid project. In addition, an event infrastructure is provided
by the monitoring infrastructure.

4 Metrics

The performance monitoring and analysis services will capture and provide several per-
formance metrics that characterize workflow-based Grid applications. Metrics are well
classified and are associated with multiple levels of abstraction such as code region,
invoked application, activity, workflow construct, etc. Tohelp the client query and sub-
scribe metrics provided by the monitoring at runtime, information about every metric
monitored is described in OWL (Web Ontology Language) [12].The performance data
of workflows is described in an OWL-based ontology by using WfPerfOnto [8].

Performance metrics are built from performance measurements and events obtained.
Examples of application performance metrics are elapsed time (end-to-end response
time), CPU time spent in user/system mode, communication time, etc. [8]. Events
containing execution status of workflows include workflow instantiating workflow /
instantiation finished (success / error), workflow execution state changed (e.g., initi-
ated,active, terminated, suspended, completed), etc.

Infrastructure metrics include both static and dynamic information, e.g. machine
name, IP address, operating system, CPU type, maximum memory/disk size, mem-
ory/disk/CPU usage, availability of a machine/service, network path bandwidth/latency/
availability, etc. Given a large number of infrastructure monitoring tools, (see [2]), we
do not intend to develop a new infrastructure monitoring. Instead, we focus on the
integration of existing infrastructure monitoring tools into our framework, making tool-
specific metrics available through well-defined representations and interfaces.



5 Generic Monitoring and Instrumentation Infrastructure

We have designed and developed a generic monitoring and instrumentation infrastruc-
ture – GEMINI. Basically, GEMINI is composed of two main layers: (1) the network
of Monitors which expose external interfaces for clients, and whose main task is to act
as monitoring data broker, i.e. to manage sensors and deliver clients’ requests to sen-
sors and monitoring data back from sensors to clients; (2) Sensor Infrastructure, i.e.
a number of sensors connected to Monitors which extract monitoring data and deliver
it to Monitors. Though the current prototype of GEMINI features only a set of sepa-
rate Monitors with a number of sensors connected to each one,in the final version we
plan a fully decentralized peer-to-peer system such as the one shown in Fig. 2. In this
figure, there is a distributed and decentralized network of Monitors, organized hierar-
chically into an upper-layer Domain Monitors (D-Monitors)and lower-layer Monitors.
This organization into a super-peer topology increases thescalability of the system. A
relatively low number of D-Monitors manage underlying Monitors. Thus the informa-
tion needed for system management is shared only between D-Monitors.

Fig. 2. Architecture of GEMINI monitoring framework

Each D-Monitor exposes two web-service interfaces: the Monitoring Interface and
the Instrumentation Interface. Clients use those interfaces for requesting monitoring
data and also for issuing application instrumentation requests. The actual data transfer
from sensor(s) to the client (not shown) is direct and based on a low-level communica-
tion mechanism for efficiency reasons.

We provide a set of Generic Sensors which can be used to deployboth stand-alone
sensors, or application-embedded ones. Generic Sensors can be easily extended with
plug-ins to produce any type of monitoring data. The sensor model in K-WfGrid is an
extension of a previous sensor model for Grid monitoring anddata integration [10].
Several types of sensors will be supported, such as event-driven sensors (sensors de-
liver monitoring data upon an event), demand-driven sensors (sensors provide moni-
toring data upon a request), and sensors which support rule-based monitoring (sensors
use rules to control their actions). Developers can very easily extend the monitoring
framework just by providing new types of sensors for specialpurposes.

In case of workflow applications, we instrument and monitor them at several layers:



– Workflow layer. In this case we are interested in information on the level ofentire
worklow, for example its execution status, which activity is currently running, etc.
We obtain this information directly from the Grid Workflow Execution Service
which is instrumented for this purpose to generate appropriate events to GEMINI.

– Activity layer. This layer addresses individual activities of the workflow, including
code regions inside activities. Instrumented services generate appropriate informa-
tion to GEMINI to enable monitoring and analysis at this level.

– Legacy code layer. Sometimes activities invoke legacy code, even, for example,
stand-alone MPI applications. We support this ‘multi-lingual’ scenario by adapting
”legacy” monitoring system OCM-G to work as a sensor for GEMINI [1]. This is
relatively easy thanks to the standard sensor layer of GEMINI.

6 Distributed Performance Analysis

Although most monitoring tools in the Grid operate in a distributed fashion, most per-
formance analysis tools obtain monitoring data from distributed sources but analyze
this data at a centralized location. Our approach is different: we design a distributed
performance analysis service (DIPAS). The DIPAS includes aset of distributed Grid
services which collect performance and monitoring data from the monitoring service
and collaborate in doing the analysis in a distributed fashion.

Fig. 3.Distributed analysis framework

Fig. 3 presents the distributed analysis
framework which consists of a set of dis-
tributed Grid analysis agents. Agents are or-
ganized in groups and communicate follow-
ing a peer to peer model. Agents commu-
nicate with each other by exchanging stan-
dard messages whose ontology is described
by theWfPerfOntoontology [8]. The clients
of DIPAS will utilize the performance anal-
ysis service by invoking service operations
provided by agents whose information will
be published into the GOM. Thus any client
that wants to request for performance analysis
information can discover the analysis service
by accessing the information published in the
GOM. A client that wants to send an anal-
ysis request first locates an agent by search-
ing the GOM. Agents obtain monitoring data
from the MIS and they can control the instru-
mentation of the workflows. Once an agent has done some analyses it stores the perfor-
mance results into a performance experiment repository.

The performance of workflows will be analyzed during runtimeat various levels of
detail including code region, activity, and workflow construct and workflow. Different
workflow graphs and performance results are collected and stored into a performance
experiment repository. Based on the performance experiment repository we can conduct



a multi-experiment analysis. Moreover, the performance analysis has to analyze the
performance of concrete workflows and to map the performanceresults of concrete
workflows to abstract workflows.

7 Service Interface and Data Representation

Besides exposing Web services operations, the monitoring and analysis services have to
provide well-specified representations for the data they provide and for the request used
to access and retrieve the data. In K-WfGrid, we have to address (i) how instrumentation
requests are specified, (ii) how monitoring data and events are described, and (iii) how
requests for monitoring data are defined.

First, we will use the workflow instrumentation request language (WIRL) as the lan-
guage between the instrumentation requester (e.g. the Performance Analysis Service)
and the instrumentation service. WIRL is an XML-based request and response proto-
col developed at the Univeristy of Innsbruck. A WIRL requestconsists of experiment
information and instrumentation tasks. Experiment information (e.g., activity identifier,
application name, computational node, etc.) identifies applications to be instrumented.
Instrumentation tasks specify instrumentation operations, such as a request for all in-
strumented functions within an application, to enable or disable an instrumented code.
An instrumentation task may contain information about coderegions and metrics of
interest. A WIRL response contains the name of a request, thestatus of the request (e.g.
OK, FAIL), and detailed result information.

Second, performance measurements and monitoring data of applications and infras-
tructures are represented in XML. Each type of performance and monitoring data is pro-
vided by a sensor type. A message containing performance data of a monitored resource
(e.g. machine, network path, code region) consists of information about the resource
identifier, sensor identifier, experiment identifier, and the performance measurements.
The sensor identifier, resource identifier, and experiment identifier are generic informa-
tion (meta-data) that describes the monitoring data. The part expressing performance
measurements is dependent on each sensor type. Informationabout the supported and
available monitoring data as well as the monitoring and analysis services has to be pub-
lished into the GOM so that clients can access and retrieve interesting monitoring data.

Third, performance monitoring and analysis services support data query and sub-
scription, as well as notification. Requests for data query and subscription will be ex-
pressed in a pre-defined XML schema named PDQS (Performance Data Query and
Subscription). PDQS requests will be used in service interfaces for data query and sub-
scription. PDQS requests are constructed based on OWL descriptions of the monitoring
data published in the GOM. Basically, the data subscriptionand query requests include
the subscription time (specifies the duration during which the subscription is valid), the
sensor and resource identifier (determine types of monitoring data), and the data filters
(used to filter the content of performance data).



8 Summary

In this paper, we have presented the design of a novel distributed monitoring and anal-
ysis framework, which is currently being developed as a partof the K-WfGrid project.
To cope with the dynamics and complexity of the Grid and the workflow-based ap-
plications executed on the Grid, the monitoring and performance analysis services are
designed to work in a distributed manner – both in terms of architecture and function-
ality, following a peer to peer communication model, and to operate at multiple levels
of abstraction, such as code region, activity and workflow. To address the integration
and interoperability in the Grid, the monitoring and performance analysis services offer
well-defined Web Service interfaces and data representations based on XML and OWL
to other services and clients in order to discover the performance monitoring and anal-
ysis services and to utilize them. We are currently implementing the first prototype of
our this framework. The first running prototype is expected to be available in autumn of
2005 under an open source licence.
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