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Abstract—End-to-end machine learning (ML) in Internet of
Things (IoT) Cloud systems consists of multiple processes,
covering data, model, and service engineering, and involves
multiple stakeholders. Therefore, to be able to explain ML to
relevant stakeholders, it is important to identify explainability
requirements in a holistic manner. In this paper, we present
our methodology to address explainability requirements for end-
to-end ML in developing ML services to be deployed within
IoT Cloud systems. We identify and classify explainability
requirements engineering through (i) involvement of relevant
stakeholders, (ii) end-to-end data, model, and service engineering
processes, and (iii) multiple explainability aspects. We present
our work with a case study of predictive maintenance for Base
Transceiver Stations (BTS) in the telco domain.

I. INTRODUCTION

A huge amount of IoT data is collected within IoT Cloud
systems for analyzing various domain problems. Besides typ-
ical big data analysis pipelines using batch and streaming
processing, ML solutions have been increasingly developed
and integrated into such IoT Cloud systems for inferencing
IoT data [1]. While the development of such ML solutions is
challenging, the need to explain the behavior of ML solutions
is of paramount importance [2], [3]. Therefore, scoping ex-
plainability and identifying explainability requirements must
be carried out at the starting point of the ML development
to provide insightful information for making decisions on the
design and implementation of ML solutions.
Motivating example: We consider the explainability require-
ments for ML solution development for predictive maintenance
within Base Transceiver Stations (BTS). Previous works have
discussed big data and IoT data analytics for predictive main-
tenance in BTS [4]. Leveraging the power of ML, a predictive
maintenance company develops ML solutions for predicting
behaviors of BTS equipment and infrastructures using alarms
and IoT measurement data. For the development, IoT mon-
itoring data within BTS is extracted as input, and possible
existing ML models and techniques are collected. Selecting
suitable techniques to develop ML models, the core part of
an ML service to predict various types of equipment, is also
crucial. Before and during the development of ML solutions, it
is necessary to have a clear plan for collecting requirements for
explainability and their impact on the design and development
of the ML solutions. However, there are also multiple relevant
stakeholders in predictive maintenance of diverse types of
equipment and infrastructures; each stakeholder has different
requirements and contribution for different processes, and

aspects in the end-to-end ML solution. For example, besides
the ML developer, we have the BTS owner (the telco), the
predictive maintenance company, and several different third-
party providers which manufacture or sell the equipment or
provide infrastructure, such as electricity and power backup.
To assure the success of the ML development, apart from
developing ML models with high performance and accuracy,
we must provide explanations based on the explainability
requirements for ML services that are collected from these
stakeholders. Furthermore, some of these stakeholders need the
explanation w.r.t. the aspects for which they are accountable
for. To achieve that, the development team faces common but
challenging questions of “for whom the explanation is”, “the
type of explainability they need” and “proactively collecting
sufficient explainability requirements about different processes
and aspects of the system throughout the ML development
cycle”, especially when explainability might be hard to achieve
with AutoML or pre-defined and black-box models. We can
bring valuable inputs from examining stakeholders using scop-
ing explainability to design suitable decision making, during
different phases of the ML development, and multiple types
of explainability aspects.
Contributions and paper structure: As we discuss in the
related work (Section II), the work of explainability require-
ments so far has not been addressed adequately in an end-to-
end manner. Motivated by the complex relationships among
stakeholders [5], multiple processes and tasks of the ML
design and development, as well as the vast number of possible
explainability aspects [6], we investigate a holistic approach
to have the best coverage of requirements for explainability.
Thus, our work determines and classifies explainability re-
quirements covering multi-stakeholders, multiple aspects in an
end-to-end ML system, instead of only focusing on explain-
ability of model outputs. In this paper, by presenting a holis-
tic approach for explainability requirements, we contribute
methods to scope and identify (i) relevant stakeholders in the
business operation context, (ii) requirements for explainbility
for ML processes/tasks, and explainability aspects in end-
to-end ML service. We will present our work together with
the motivating example to explain our methodology and its
methods. The rest of this paper is structured as follow: Section
II discusses the related work and their limitations. Section
III presents our methods and examples in detail. We discuss
tooling and integration in Section IV. We conclude our work
and outline our future plan in Section V.



Papers/work Summary of the papers/work End- to-end
ML

Multi-
stakeholders

Multi-aspect
explainability

Application
domain/focus

L. Chazette and K.
Schneider [6]

considers “explainability as non-functional require-
ment”; focus on the need for explanation from users

No No Yes Software in
general

U. Bhatt et al. [5] designing explainability with “context explanations”,
“evaluation of explanations”, “appropriate design for
affected groups”, and “stakeholder education”

No Yes Yes ML in general

R. Selvaraju et al.
[7]

explainability for the ML model by applying “Gradient-
weighted Class Activation Mapping technique”

No No No CNN model-
families

A. Galli et al. [8] focus on the interpretability of the model’s prediction;
explain a deep learning model’s outcome.

No No No Deep learning
model in IoT

Y. Xie et al. [9] explain the predictive models results by identifying
failure reasons

No No No IoT

M. Ribeiro et al.
[10]

using explanation techniques to understand the classifier
prediction based on locally model representatives

No No No ML in general

P. J. Phillips et al.
[11]

focus on the links between human factors and explain-
able decisions

No No Yes ML in general

TABLE I: Explainability requirement approaches

II. RELATED WORK

Explainability in ML is an important subject intensively
studied in recent years. There is a wide range of topics
that has been discussed, including explainability for multiple
stakeholders [5], requirements for explainability [6], [11], and
systems for achieving explainability in ML models [10], [7].
Table I summarizes the main related work in the explainability
requirements. Overall, the related work emphasizes various as-
pects in explainability, indicating a wide range of requirements
from multiple stakeholders. However, most of them do not
focus on end-to-end ML, thus, fail to capture the requirements
of a wide range of stakeholders whose input impacts the ML
service directly. The work in [12] discussed having domain
knowledge to obtain explainability and suggest differentiating
between scientific and algorithmic explanations. In our holistic
approach, instead, we observe the end-to-end ML through
different views so that we can obtain a large number of related
explainability requirements.

In terms of supporting explainability associated with ML
processes and multiple explainability aspects, Table II shows
related work. Most of the work focuses on the training phase
for model explainability. From the technical perspective, there
have been several works to tackle explainability for ML
models. They focus on presenting “explainers” – the tool to
provide explanation – mainly for the ML model. Our work
is on explainability requirements, thus complementing these
“explainers”. However, by studying these works, we see that
many explainability aspects must be supported. Our approach
considers many requirements for aspects from these tools.

III. HOLISTIC EXPLAINABILITY REQUIREMENTS

Our holistic approach for explainability requirements con-
sists of three main steps: (i) scoping stakeholders in the
ML development and operations in an end-to-end manner, (ii)
identifying key relevant ML processes and tasks and their asso-
ciated explainability aspects, and (iii) collecting explainability
requirements. We will explain our methodology for the holistic
approach in the following.

A. Scoping explainability

Scoping Stakeholders: The final goal of an ML solution
integrated into an IoT Cloud system is an ML service, which
is delivered through several development processes in the
so-called “ML pipeline”. The development involves many
stakeholders who are not only affected by the service but
also influence the design and performance of the service.
It is crucial that the stakeholders could understand the ML
service in use to trust and utilize the output of the service.
To achieve that, first, we have to know who the explanation
is for, and what are their needs in terms of explainability. If
we leave out a relevant stakeholder, we might miss important
aspects linked to the ML service. For example, if we do not
consider the IoT providers’ expertise on the characteristic of
the data, we might overlook the causal impact between the
specific characteristic dataset and the ML inference accuracy.
Secondly, some stakeholders act as explainers to other stake-
holders, therefore, identifying these dependencies would help
analyze stakeholders’ needs. Therefore, defining the scope of
stakeholders, to which the explainability covers, should be
taken as the first fundamental step.

In our method, we first determine stakeholders into a
business-as-usual scope and a corrective scope, as illustrated
in Figure 1. The business-as-usual scope includes stakeholders
that have a direct dependency w.r.t. to explainability: when
stakeholder A uses tools to produce an explanation for stake-
holder B directly, A and B have a direct dependency. In
corrective scope, we have stakeholders with indirect depen-
dencies, stakeholder C can indirectly influence the explanation
for stakeholder D through a chain of stakeholders. Second,
for a direct explainability dependency, an explanation can be
triggered through an explain task which considers various
trails from data, software components and other stakeholders.
This may require metadata, model experiments, or logging
parameters to provide explanation for stakeholder requests.
The explain task can be provided by existing tools, e.g
SHAP [20], SAP [23], GEMS [24]. For an indirect depen-
dency, we will follow a chain of direct dependencies to identify
the relevant stakeholders. Given the expected requirements



Aspect/Process Data & Model
Collection

Data Preprocess-
ing

Model Devel-
opment

Feature Engineer-
ing

Training Serving

Data Summary Carvalho et al.
[13]

- Bhatt et al. [5] - - -

Data Drift - Webb et al. [14] - - - -
Quality of Data - - Udo et al. [15] Truong et al. [16] T.Halvari et al. [17],

Udo et al. [15]
-

ML Method Selection - - - - Linardatos et al. [18] -
Model Selection - - Schlegel[15],

Xin et al. [19]
- - -

Training
Configuration

- - - - Lundberg et al. [20] -

Feature Attribution - - - - Pieter et al. [21] -
ML Platform - - - - Reddi et al. [22] Reddi et al. [22]

TABLE II: Related researches on explainability aspects in existing ML processes/tasks

established from the explainability dependencies, we collect
sufficient data for suitable explainers to be used/developed.

Fig. 1: Stakeholders in direct and indirect dependencies

Scope of explainability-related ML processes/tasks: We
need to scope ML development processes/tasks to be consid-
ered for the explainability of the service. To meet the stake-
holders’ needs, the scope of explainability needs to cover all
relevant development phases that they are responsible for and
interested in. This requires mapping identified stakeholders
to development phases, which generally cover requirement
elicitation, ML service design, and ML development (data
preparation, training, serving). This constitutes the explain-
ability in an end-to-end ML service development. Providing
explainability for an end-to-end ML service would preserve
the informative connection among stakeholders, related entities
(ML models, data, software), and ML processes for producing
detailed explanations.
Scoping explainability aspects: Each stakeholder either
works directly with specific entities or supervises processes/-
tasks applied to these entities. Thus, there is a wide range
of entities, and constraints (metrics and aspects) that they are
associated with. We could determine these entities and their
required explainability aspects by analyzing their role in each
process/task, and mapping out requirements, and constraints
they need to follow. For example, the developer is responsible
for building the prediction model, and care about the accuracy
of the model; the dataset used in the model comes from the
data provider, who is responsible for the quality of the data;
and the requirements for the deployment of the prediction
model come from the IoT Cloud service provider, which also

needs to ensure the response time constraint of the deployment,
or the possibility of security breach influencing the result of
the prediction.
Overall scoping approach: After analyzing the scope of
explainability, we think explainability for an ML solution
should be holistic and consider multiple stakeholders, and
multiple aspects for an end-to-end ML service explainability.
Examples with BTS: Figure 2 shows how we apply our
scoping methods for the BTS case. In this example, the stake-
holders include the BTS owner, the predictive maintenance
software company, lead developer, and ML developers. From
the development team’s perspective, ML developers have a
direct dependency with the predictive maintenance company,
and have an indirect dependency with the BTS owner. When
we map these stakeholders with development phases, we see
that BTS owner and the predictive maintenance company
are involved with requirement elicitation. The development
team works on the ML service design to identify the features
and constraints of the service. The ML developers work on
the ML service with 2 different approaches (AutoML with
HpSklearn [25], manual with LSTM [26]), and take care of
the infrastructure and serving in the ML service development.

B. Correlating Requirements in ML Processes and Explain-
ability Aspects

From scoping explainability, we have identified explainabil-
ity requirements associated with multiple ML processes/tasks
and explainability aspects, due to the involvement of multiple
stakeholders in an end-to-end ML development. Figure 3
presents key ML processes/tasks and important explainability
aspects associated with these processes/tasks.

1) ML processes and tasks: Researchers and practitioners
have a common view on key processes/tasks in ML pipelines,
shown in Figure 3. These processes/tasks can be implemented
manually by humans, automatically by AutoML tools, or by
a combination of both.
Data and Models Collection: To start ML solutions, we
need to collect data and possible existing models (e.g., from
model marketplaces [27]). Here the explainability require-
ments would be centered on when, where, and why the data
and models are collected and the original owners/providers.



Fig. 2: BTS stakeholders and their interactions in an end-to-end ML service development

Fig. 3: ML processes/tasks and associated explainability as-
pects

This allows any explanation to be traced back to the crucial
inputs at the beginning of the end-to-end ML system.
Data Preprocessing: Many data preprocessing tasks have to
be carried out by humans, especially when we need the domain
knowledge for preparing data for ML. For IoT Cloud systems,
we focus on explainability requirements associated with the
domain knowledge and the data preprocessing methods to
be used. These requirements would be best obtained by
interviewing the stakeholder who understands the data and the
domain. One example with the BTS case is the explainability
for the use of model ensembles [28]. The time-series data
can be divided into separated slots within a day based on the
BTS usage and location, whereas data of each slot would be
trained differently to create different models. Another example
is the explainability of the method and its impact for handling
missing IoT data.
Model Development: We have many ways to develop an
ML model. The development process may start by selecting
target subjects and prediction types, e.g., the target is elec-
tricity whereas the type is the trend of disruption. Then the
process may continue with selecting a model type, e.g., a pre-
trained model or an existing, fine-tuning model . Thus, “which
stakeholder is involved in the model development” and “how
the stakeholder develops the model” are crucial questions to
provide more explainable aspects. Furthermore, explainability
requirements can impact whether we should use black-box or
interpretable models [29].
Feature Engineering: As feature engineering creates proper
input dataset and model compatibility data features, the ex-
plainability requires us to capture feature engineering tech-
niques used for IoT data and the reasons for using these
techniques. For example, in our BTS case, existing feature

engineering techniques, such as Feature Split, Grouping Op-
erations, and Scaling, can be used, hence, recording these
techniques allows us to provide a better explanation for the
ML service result.
Training: Many types of explainability requirements are asso-
ciated with training. The first aspect is to capture who carries
out the training, whether this is done manually by a developer
or automatically by an AutoML tool [30]. Second, we need
to capture the parameters and architectures configured during
the training process [19]. This is done by the stakeholder or
by recording parameters from the AutoML tool. More detail
of the model architectures and parameters selection will allow
us to explain the influences of parameters and models on the
performance of the results [16].
Serving: We focus on dynamic ML serving for IoT data
that implements dynamic inferences, serving predictions on
real IoT time data, due to the domain requirements. Thus,
explainability requirements are strongly related to the model
used for dynamic serving, the ML service platform and its
elasticity that hosts the serving model, type of servings the
service provides, classification, or regression. For example, in
the BTS case, to explain one false prediction which triggers
wrong maintenance, one may need to traverse back to the
trained model used for serving. Once we determine that model,
we can extend the explainability by utilizing explanations of
previous corresponding processes.

2) Explainability Aspects: Besides common explainability
aspects such as ML Method Selection [16] and Model Selection
[15], due to the nature of IoT data, we focus on several
explainability aspects associated with data:
Data Summary: When a ML service fails to predict correctly,
the data summary can be used to explain to stakeholders which
attributes are not valid, causing ML problems. Furthermore,
data summary gives overall statistics that strongly impact on
the selection of data preprocessing and appropriate runtime
techniques in ML processes and tasks, such as data cleansing
or data patterns detection techniques [31]. Thus, we focus on
explainability requirements associated with static data sum-
mary in Data Collection and with runtime data summary
during Serving.
Data Drift: Many ML models cannot perform well when
facing data drift problems [14]. Examples of issues are data
inconsistencies, malicious traffic from input sources, or ab-



normalities occurred at levels IoT devices [32]. Under this ex-
plainability aspect, we focus on two issues: data drift in Data
Preprocessing (which will influence feature engineering
and training) and data drift in Serving (which will influ-
ence the prediction result). First, explainability requirements
will focus on whether the extracted data is representative,
or the difference between ground truth baseline and target
distribution can be observed. It is expected that developers
run multiple experiments with samples of data distribution to
evaluate the model performance. Thus for explainability we
need to capture such different evaluations. For Serving, the
requirements will focus on methods capturing and managing
runtime data drifts for correlating data drift to performance of
ML services.
Quality of Data: Many problems of IoT ML solutions can
be linked back to quality of data, which depends on different
factors such as measurement errors, precision, environmental
noise, and discrete observations [1]. Such problems can be
explained in different places, such as Data Collection,
Data Preprocessing and Feature Engineering
tasks. For Data Collection and Training, require-
ments will focus on what data properties should be checked,
which records are used, where the data is extracted, and
the association between quality of data and trained model
performance. At Serving, the requirements will focus on
methods to detect quality of data and cause-effect between
quality of data and ML service performance for dynamic
inferences, which is the major focus in IoT Cloud systems.
Feature Attribution: For IoT data, domain experts know
which data fields (considered for features) play an important
role. Furthermore, there are many features extracted from IoT
data. Therefore, for feature attribution explanation, require-
ments will be centered on the list of important features based
on IoT data and domain knowledge, the explanation methods
selected by the developer (e.g., SHAP values [20] or Integrated
Gradients [7]) and the presentation forms of feature impact
suitable for the stakeholder. Another type of requirements is
related to how the developer and the domain expert design the
input baselines used by explainers. For example, in our BTS
case, such baselines are missing.
Training Configuration: The cause of poor behavior for a
ML model may be related to the parameters of the ML model
and its training data [19]. Stakeholders need explanation for
ML model behavior and selection via training configurations,
which indicate trained models, data and tuning parameters.
Typically, different experiments are carried out by the de-
veloper to select the optimal parameters and to measure the
robustness of the models through different datasets, by also
adjusting the baseline configurations. Therefore, our explain-
ability requirements will be focused on training configurations
and obtained measurements (robustness, parameter influences
[17]) as well as suitable tools for managing experiments.

C. Explainability requirements elicitation

Section III-A illustrates how to identify the scope of
stakeholders for holistic explainability. However, it is not

sufficient to meet their requirements if we cannot identify their
specific needs in different ML processes/tasks and explain-
ability aspects mentioned in Section III-B. To achieve that,
we recommend the following method, (1) identify concrete
individual stakeholders, (2) collect their requirements through
survey or interview, (3) continue to update their requirements
as the development progresses, e.g. every sprint if the Agile
development method is employed.

Fig. 4: Steps to collect and document explainability require-
ments

Figure 4 presents steps to collect and document explain-
ability requirements from stakeholders. To help formulate
the survey to collect requirements, we present an explain-
ability requirement template with basic information specified
in ExplainabilityList. This template covers relevant
explainability aspects, phase, requirement source, stakehold-
ers, reason, and priority. We use such a template to collect
requirements from stakeholders. After the survey has been
answered by individual stakeholders, it can be analyzed to
extract explainability requirement details. Given the collected
requirements, we transform the explainability requirements
into explainability focuses. Each explainability focus consists
of stakeholders, the related process in end-to-end ML, and the
relevant explainability aspects. Explainability focuses could
be the concise standard way to document and visualize the
explainability requirements, and could be used as a means of
communication in explainability solution design and planning.
Examples of BTS Explainability Requirements: Figure 5
illustrates an example of collected explainability requirements.
For example, one high priority requirement is about the quality
of the dataset from ML developer (requirement source) to the
predictive maintenance company (target stakeholders - who
are expected to satisfy the requirement). The reason is that
the quality of the dataset is important to explain the problem
of the model due to data. Another example is associated with
response time in the serving process. BTS requires a timely
response for the prediction to be useful, the BTS owner needs
not only the explanations for the delay in the service but also
the explanations for the model design with regard to the trade-
off between response time and model accuracy.

After analyzing the survey, processed requirements
can be extracted into ExplainabilityFocus.
ExplainabilityFocus can be stored in the JSON,



Fig. 5: Example of requirements

or CSV format for later usage. This example presents how
we can effectively find the explainability focus by involving
multi-stakeholders in collecting the requirements. The range
of processes and aspects shows a holistic explainability is
essential to capture the requirements from multi-stakeholders.
At the same time, we could capture the dependencies
between stakeholders, and their roles for the explainability
through this method, which enables better planning to collect
explainability requirements.

IV. DISCUSSION ON TOOLING AND INTEGRATION

For our holistic approach for explainability requirements,
we must also select and provide suitable tools for collecting
and maintaining such requirements and data for appropriate
explainers to provide a useful explanation. We identify the
following directions that we need to address:

Integrate explainability requirements into cloud-native De-
vOps: Given that today’s ML solutions are cloud-native and
ML engineering is based on DevOps [33], we need to in-
tegrate the explainability requirement workflows into cloud-
based tools to manage their requirements to avoid duplicate or
missing requirements. To the best of our knowledge, there have
not been any tools concentrating solely on ML explainabil-
ity requirements collection. However, there are several tools
available to capture common requirements from stakehold-
ers in software development, such as Accompa [34], Visure
[35], and MindManager [36]. Existing cloud-based, continuous
requirements management tools could be integrated into the
requirements identification in Section III-C.

Provide techniques and services for managing diverse types
of trails for explainability: for the holistic approach, we
must collect trails from different phases of end-to-end ML
including data and model collection, experiments, quality
of analytics, and requirements to provide explanations to
stakeholders. There are some tools available for supporting
monitoring data quality tools such as Great Expectations [37],
Databand [38], and Dataform [39]. Additionally, MLFlow
[40] and Data Version Control (DVC) [41] also support data
collection and management for model experiments, datasets,
and parameters. However, these frameworks do not support

a holistic explainability approach by keeping track of multi-
aspect requirements discussed in Section III concerning end-
to-end ML. This proposes future research about framework/-
tool integrated with the centralized management platform
mentioned above to capture various explainability aspects for
data and ML pipelines, as well as keep track of documentation
for requirements when validating data quality tests, metadata
experiments during model development, or explaining data
issues to relevant stakeholders in term of datasets, ML models,
services, experiments.

Identify, recommend and configure explanation tools: Given
collected requirements from different views of stakeholders,
multiple explainability aspects (related to data, models, and
services), and ML processes, we can identify and recommend
suitable explanation tools. Such tools have been increasingly
developed but it is difficult to know which tools are suitable
for which types of requirements. Furthermore, the combination
of different explanation tools, e.g., tools working with model
internals and tools with benchmarks/blackbox tests methods,
and newly developed explanation tools can address the multi-
aspect explainability as well as can support the explainability
across phases in end-to-end ML.

V. CONCLUSIONS AND FUTURE WORK

Explainability is complex and being able to identify the
scope to collect adequate requirements for explainability is
crucial. A scope of explainability is dependent on specific ML
solutions but it must be carried out from a holistic view. Our
focus is on requirements for explainability in developing ML
in IoT Cloud systems and we have presented a methodology
with three distinguishable aspects for explainability require-
ments: multiple stakeholders, end-to-end ML, and multi-aspect
explainability. Using our methods, the team developing ML
solutions could gather a rich set of requirements, steering
the ML design and development with the right solutions for
explainability.

Our future work is to complete templates and steps for
requirement elicitation. Furthermore, we are working on data
collection techniques and services for analyzing requirements
and relevant data for developing context-aware explainability.
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