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C urrent smart-city services are typically 
provided in single domains — for exam-
ple, building management, transportation, 

and so on. With such services, domain-specific 
application requirements drive all system com-
ponent design and determine most techni-
cal choices, ranging from sensors and smart 
devices to middleware components and com-
puting infrastructure. The service-delivery 
process is rigidly orchestrated by domain solu-
tion providers who develop applications and 
integrate subsystems from various vendors. 
This model leads to many closed vertical sys-
tems with tightly coupled hardware, networks, 
middleware, and application logics. Scalabil-
ity and extensibility are intrinsically limited 
in such systems, and the closed relationships 
between stakeholders stifle the creation of novel  
services.

Web-scale service delivery for smart cities 
is a new methodology aimed at delivering open 
and scalable smart-city services by encourag-
ing collaboration between stakeholders in the 
Internet of Things and clouds. It exploits the 
prevalence of computing resources and soft-
ware services distributed on the Web to break 
up the closed vertical service-delivery model. 
Here, we present new stakeholder relation-
ships and service-delivery models, as well as 
the research challenges involved in realizing  
them.

Two Motivating Services
We first analyze two representative smart-city 
services and examine the limitations of the 
closed service-delivery model.

Building Energy Management Systems
Managing energy for buildings is one of the 
most important services in smart cities. A build-
ing energy management systems (BEMS) proj-
ect typically starts when a solution provider 
surveys the target building, which can either 
already exist or be in design. A project’s scale 
can range from a small building to a large cam-
pus comprising various building types. So, the 
number of devices, the volume of data that will 
need processing, and application complexity 
could vary significantly. After surveying and 
designing for the specific building, the solution 
provider will acquire suitable hardware devices 
from original equipment manufacturers (OEMs), 
integrate them into an infrastructure solution, 
and develop analytical and control applications.

This process produces many vertically iso-
lated BEMS1 (often referred to as “silos”), which 
leads to two problems. The first is maintain-
ability: the more silos that are provisioned, the 
more system instances the solution provider 
must maintain. System maintenance becomes a 
particularly painful process — hardware devices 
are monitored in separate systems, and soft-
ware instances must be updated separately and 
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tested on site with specific hardware 
configurations. The second issue is 
extensibility: many campuses and 
building compounds expand contin-
uously to accommodate new users; 
deployed BEMS might need to man-
age more buildings and facilities. 
In any case, BEMS ought to scale 
up accordingly. In the current silo-
based service-delivery model, such 
expansion could require the solution 
provider to reconfigure the whole 
system from the bottom up or to add 
new isolated BEMS because of tight 
coupling among devices, middle-
ware, and applications. Furthermore, 
the energy consumption data that 
individual BEMS collect are largely 
underutilized because data storage 
and processing modules are isolated. 
Today, a painstaking data cleaning 
and integration process is a pre-
requisite for conducting fine-grained 
energy consumption analysis on a 
large scale.1

In brief, BEMS exemplify a ver-
tical service delivery model, by 
which a single solution provider is 
generally responsible for provision-
ing and maintaining the entire solu-
tion throughout its lifetime. This is 
the dominant model by which most 
current smar t-city services are 
delivered. Scalability and extensi-
bility in this model are inherently 
limited.

Public-Event Organization
Public events constitute an essential 
part of urban life. Some events might 
reoccur regularly, such as yearly city 
marathons or national day parades; 
some might be ad hoc, such as dem-
onstrations. An event at any scale 
has certain effects on city dwellers. 
Participants or visitors want to know 
how to reach and leave the location. 
Those who aren’t interested want 
to know how to avoid the event. 
Public services should be ready for 
expected or unexpected situations. 
Event organizers must address all 
these concerns.

A typical event-organization 
service is composed of data collec-
tions, organization plans, notif i-
cation channels, and contingency 
plans. It runs through four phases in 
normal situations — planning, prep-
aration, operation, and finishing. 
In addition, contingency operations 
might be carried out if unexpected 
situations arise. The information 
required for an efficient organiza-
tion application is diverse; it can 
include relatively stable information 
such as maps, public transporta-
tion routes, communication channel 
capacity, and facility accessibility, as 
well as real-time data such as traf-
fic, weather, public transportation 
status, and parking lot occupation. 
Although most such information is 
available through existing public 
services, these services are isolated 
and domain-specific. They operate 
their own information infrastruc-
tures, process the data in-house, 
and publish them via various pub-
lic channels. The key challenge to 
developing event-organization ser-
vices is accommodating the event 
specifics (scale, local resources, pro-
cesses, safety concerns, and so on) by 
properly collecting domain-specific 
services and information sources. 
Such development requires sig-
nif icant effort, given that it might 
be used only once or need to be 
updated per iodically for regular 
events. Furthermore, the computing 
resources required to provision such 
services are needed only during the 
events. Thus, the effor t required 
to deliver such a service is justi-
fied only if the development and 
provisioning are efficient and cost- 
effective.

Public-event organization is a 
case of third-party service delivery: 
an application provider acquires 
access to existing IoT services and 
other information sources to develop 
applications for specific purposes. 
These information sources are highly 
diverse, ranging from public services  

such as public transportation sta-
tus to commercial services such as 
mobile networks. The provider’s 
focus is on developing the applica-
tion logic because it doesn’t own 
the information sources or, in most 
cases, have direct control of them. 
However, the provider must provi-
sion computing resources to ensure 
quality of service (QoS). Third-party 
smart-city applications, particularly 
those needing to incorporate mul-
tiple IoT and Web services, are still 
uncommon due to the challenges 
this use case exemplifies.

Stakeholders in Smart-City 
Service Delivery
At the center of Web-scale smart-city  
service delivery are domain-independent  
service-delivery platform providers,  
who present a new type of platform-
as-a-service (PaaS)2 offering that 
integrates IoT devices and infra-
structures, processes data from a 
large amount of distributed data 
sources in real time, and lets appli-
cations employ both IoT and cloud 
resources on demand. The manage-
ment of both IoT infrastructure and 
cloud resources is hidden from appli-
cation providers. Platform providers 
must ensure the required provision-
ing of computing resources involved 
in service delivery. The platform also 
provides cloud services, includ-
ing service metering, billing, and  
tenant management that will let stake-
holders share resources and estab-
lish flexible business relationships.  
Figure 1 illustrates the key compo-
nents in a service-delivery platform 
and the change in stakeholder rela-
tionships compared to vertical ser-
vice delivery.

Such a platform’s emergence will  
directly influence traditional domain-
specific solution providers. With a 
cloud-based platform, solution pro-
viders can leverage cloud resources 
to integrate IoT infrastructure and 
develop domain-specific applications, 
thus enabling virtualized vertical  
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solutions, or virtual verticals. In 
virtual verticals, solution providers 
can reuse software services on the 
cloud and scale up services without 
investing in the computing infra-
structure. In addition, other than the 
traditional role of providing verti-
cally integrated IoT solutions, solu-
tion providers can also provide IoT 
infrastructure as a service (IoT IaaS) 
on the cloud to open IoT device capa-
bilities to third-party application 
developers.

The platform will also benefit 
cloud application providers who spe-
cialized mainly in Web and cloud 
application development. The service-
delivery platform lets these pro-
viders access IoT services to create 
novel applications for users. Appli-
cation providers won’t need domain-
specific knowledge for managing IoT 
infrastructures because such infra-
structures’ capabilities are provided 
as services on the cloud, and the 
platform facilitates the important 
components for service delivery.  
Thus, applicat ion prov iders can  
focus on application logics and enjoy  

on-demand use of both cloud and IoT  
resources.

Service-Delivery Models
Collaboration between the aforemen-
tioned core stakeholders will enable 
open and scalable service-delivery 
models for smart cities. Figure 2 
shows some typical service-delivery 
workflows.

Virtual Verticals
The virtual-vertical model corre-
sponds with traditional vertical solu-
tion development: solution providers 
integrate IoT infrastructure (devices, 
networks, and so on) and develop 
application logics. The key differ-
ence is that the virtual verticals use 
computing resources and other nec-
essary software services, such as 
data service and metering, on cloud 
platforms.

At first, IoT infrastructures are 
integrated through virtualization,3 
which is a set of commonly applied 
techniques for opening service inter-
faces to access device capabilities. A 
solution provider registers these IoT 

services to the platform for further 
use. Then, the provider can either 
offer them as IoT IaaS by configur-
ing the services’ metering and bill-
ing schemes, or use the services to 
develop virtual verticals. In the PaaS 
paradigm, virtually isolated system 
environments are ensured for appli-
cations via tenant management and 
application environment configura-
tion. In the configured application-
hosting environment, applications 
can scale up and extend their capa-
bilities by employing the resources 
under an agreed tenant relation-
ship, and cloud resource provision-
ing’s elasticity can help the virtual 
verticals deal with fluctuating user 
demands. Finally, applications can 
also configure their metering and 
billing schemes to offer their ser-
vices on the cloud.

This model is widely applicable 
to most existing vertical solutions. 
The first use case domain — BEMS —  
is a typical example. The platform 
can give each building a virtu-
ally isolated operation environment 
that’s based on the IoT infrastructure  

Figure 1. Emergence of service-delivery platform providers in smart cities. The platform is a new type of platform-as-a-
service (PaaS) offering that integrates Internet of Things infrastructure and provides services for application providers to 
employ IoT and cloud resources on demand.
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deployed in t he bu i ld ing .  T he 
energy management system is deliv-
ered on the cloud and has access to 
buildings under its management, 
while sharing computing resources 
and data processing services with 
other services. This also allows data 
aggregation from multiple manage-
ment domains for analysis.

Third-Party Applications
In traditional, vertical IoT service 
delivery, third-party application 
development isn’t common due to 
tightly coupled system architectures 
and inflexible resource provisioning. 
On the smart-city service-delivery 
platform, third-party application 
developers can use platform ser-
vices, including data and virtual-
ized IoT services, thus mitigating the 
difficulties resulting from using IoT 
capabilities in third-party applica-
tions. The usual concerns of device 
maintenance and data acquisition 
in IoT services are decoupled from 
application development, so that 
application providers can focus on 
their business logics and quickly 
deliver new services.

Application development starts 
with discovering available IoT ser-
vices and acquiring access, which 

might require application and IoT 
service providers to agree on service-
level agreement (SLA) and billing 
terms. Similar to the virtual-vertical  
model, applications can have their 
own host ing environments con-
figured with necessary virtualized 
IoT services, platform services, and 
computing resources. Furthermore, 
application providers can config-
ure flexible usage models and bill-
ing schemes for applications so that 
the cost and revenue associated with 
them are monitored in real time. In 
this way, the platform fosters an envi-
ronment for creating and delivering 
new applications as services.

Public-event organization is a 
typical case for using this model. 
Lower-level devices and domain-
specif ic capabilities are publicly 
available. Application developers can 
access public information through 
the platform and acquire the specific 
data related to the event. Application 
providers are relieved from having to 
provision computing resources and 
from surging user demands. Fur-
thermore, the PaaS paradigm gives 
specialized IoT solution providers an 
environment in which to serve multi-
ple users through virtualization. For 
example, providers can use real-time  

public transportation monitoring in 
other applications.

Research Challenges
Several challenges remain before the 
proposed service-delivery models can  
be fully realized.

Effective Multitenancy  
and Resource Sharing
Smart-city services delivered as either 
virtual verticals or third-party appli-
cations must deal with a dynamic 
number of devices, varying amounts 
of real-time data, and ad hoc appli-
cat ion usage on a shared c loud 
platform. Cross-layer planning meth-
odologies are necessary to effectively 
provide each tenant with a virtually 
isolated, tailor-made environment 
with on-demand provisioning of 
such heterogeneous resources. Virtu-
alization has been a hot topic in both 
cloud and IoT research, and it will 
play a critical role in resource shar-
ing. However, research on each envi-
ronment doesn’t provide a coherent 
model for how to schedule or predict 
the use of both resource types. The 
key question is how to effectively and 
efficiently utilize heterogeneous and 
distributed computing resources for 
each service’s specific functional and 

Figure 2. Service-delivery workflows. The workflows result in three service-delivery models — virtual verticals, third-
party applications, and Internet of Things infrastructure as a service (IoT IaaS).
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nonfunctional requirements. Further-
more, the model must incorporate the 
ownership and physical environ-
ments of IoT infrastructure to share 
device capabilities when possible.

Programming Models
Programming support is inherent  
to PaaS. Because field environments 
are intrinsically volatile, and, in 
many cases, aren’t under applica-
tion providers’ control, offering 
programming models that decouple 
applications from device specifics is 
essential. Such decoupling is needed 
not only to separate concerns at 
development time but also to accom-
modate IoT environments’ volatility 
at runtime. Functional program-
ming4 can be investigated for smart-
city services because it provides 
intrinsic scalability for accessing 
distributed services and manag-
ing real-time data. Another impor-
tant aspect of programming models 
is to deal with the heterogeneity of 
IoT environments. When it comes 
to controlling IoT infrastructures, 
many functions require that con-
trol logics be executed in gateways, 
which usually offer nonstandard and 
vendor-specif ic runtime environ-
ments, posing significant challenges 
for Web application developers to 
provide control logics that are exe-
cutable on these heterogeneous gate-
ways. Furthermore, the capabilities 
for directly managing such environ-
ments and deploying applications on 
them might not be open to application 
developers, who are decoupled by the 
service-delivery platform. Therefore, 
it’s necessary to investigate a gen-
erative programming approach that 
can describe device control logics on 
service-delivery platforms and auto-
matically generate executables in 
different gateway environments.

Quality-Aware Real-Time  
Data Processing
Producing, processing, and consum-
ing real-time data are essential to 

smart-city applications. To accom-
modate the volatile data quality 
in ubiquitous environments while 
deliver ing reliable services, the 
service-delivery platform must pro-
vide mechanisms to ensure real-time 
data’s quality. Current research is 
focused on developing feasible met-
rics for real-time data by adapting 
conventional data quality metrics 
in databases and extending past 
work on quality of context.5 How-
ever, two further challenges need 
to be addressed for quality-aware 
data processing in smart-city appli-
cations. The first is to use real-time 
data metrics to ensure required data 
quality for applications. Data quality 
assurance should be differentiated 
for different users in different situa-
tions. A range of assurance methods 
from statistical (if alternative data 
sources are uncommon) to selec-
tive (when alternative data sources 
are abundant) methods should be 
investigated for real-time data. The 
second challenge is to apply quality-
assurance mechanisms to data ser-
vices. This would require designing 
a novel data service interface and 
implementing the mechanisms for 
multiple data processing engines.

Metering and  
Service-Level Agreement
Metering is often provided on the 
cloud to measure how resources are 
used; this information contributes to 
system administration and billing. 
Compared to existing cloud offer-
ings, the smart-city service-delivery 
platform must meter a broader range 
of resources in various application 
contexts. Solution and application 
providers should configure diverse 
usage patterns and billing models, 
such as subscription and pay-per-use. 
Because metering and billing aren’t 
usually considered in ver t ically 
isolated IoT services, the service-
delivery platform needs to provide 
on-demand metering and billing 
conf igurations for stakeholders. 

Configurability is the key to encour-
aging wider participation from small 
service providers. As regards billing, 
monitoring SLA fulfillment is also 
critical to charging for services and 
evaluating service providers’ perfor-
mance. A generic SLA framework for 
IoT services is still lacking owing to 
the dominantly closed service model. 
Established SLA practices in service-
oriented architecture (SOA) research 
also need to be investigated to assess 
their feasibility for smart-city ser-
vices. Furthermore, the SLA models 
in smart-city services are compli-
cated because of diversity in appli-
cation domains. So, the challenge 
is to establish a generic SLA model 
and corresponding assurance mech-
anisms at the platform level while 
enabling domain-specific SLAs for 
smart-city service providers.

W eb-scale service-delivery mod-
els are the cornerstones of open 

and scalable services in smart cit-
ies. The proposed virtual verticals, 
IoT IaaS, and third-party applica-
tions will foster an ecosystem in 
which IoT solution providers, cloud 
platform providers, and application 
developers can collaboratively create 
novel services. The proposed deliv-
ery models are supported by a cloud-
based service-delivery platform. 
Further research is needed to realize 
the platform and delivery models in 
the areas of heterogeneous resource 
management, programming models, 
real-time data processing, metering 
configuration, and SLA models. 
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