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Abstract Cloud computing could offer good business models for sm3ECom-
putational Science and Engineering) research groups bedhase groups often do
not have enough human resources and knowledge to managentipéezity of com-
putational and data infrastructure for their researchjemtioud computing aims to
eliminate that complexity from the user. In this paper, wegwnalyzed current status
of supporting tools for small CSE groups to utilize cloud garing. Although cloud
computing is perceived as an interesting model, we havdifiehseveral issues that
prevent a wide adoption of cloud computing from small CSEeaesh groups. We
also present recommendations for addressing these isswedar to attract small
CSE groups to utilize cloud computing.
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1 Introduction

Computational science and engineering (CSE) involvesrakfields, such as com-
puter science, applied mathematics, bioinformatics, kidmnics, meteorology, and
computational material sciences [48]. In many cases, CS&areh requires a strong
knowledge about and infrastructure of high performanceputing and large-scale
data storage systems. Cloud computing is relevant to CStanels groups, in par-
ticular those with a small number of people and with limitetbwledge about high

performance computing and data systems. As pointed out,i83826, 12], cloud

computing refers to both hardware, software and their stfueture delivered as
services over the Internet. In the literature, three ma@iss#s of cloud computing
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providers are currently recognized: laaS (Infrastrucagr@ Service) which provides
only machines and storage systems for any purpose, Paa®iRlas a Service)
which provides platforms for developing applications, 8&hS (Software as a Ser-
vice) which provides available software which can be useat && composed for ap-
plications [59, 38]. These classes of cloud providers cpolentially offer solutions
to meet different needs of CSE groups. However, we need teratahd how cur-
rent cloud computing offers and promises are relevant tdl &% research groups,
whether small CSE research groups can utilize these offeretpand what support
needs to be provided for small CSE research groups.

Motivated by the above-mentioned questions, in this pageceonduct a detailed
analysis of the state of the art of cloud computing offersdorall CSE research
groups. By focusing on high-level platform and programnsogport, and support-
ing tools and services for cost evaluation and softwareldpwgents, we have iden-
tified several concerns that should be addressed. For ezacgst estimation and
monitoring tools are not well supported, platform and pamgming support for CSE
in cloud systems are poor, and generic CSE services haveeaotwidely deployed
in the cloud under the SaaS model. Based on our findings, veeipreeveral recom-
mendations for eliminating these concerns in order to@ttreore small CSE groups
to use cloud computing.

The rest of this paper is organized as follows: Section 2udises related work.
Section 3 gives an overview of relevance to and requiremfeoins small CSE re-
search groups. Section 4 identifies main concerns for thetasoof cloud com-
puting in small CSE groups. In Section 5 we present our recenaiations to cloud
computing providers and researchers. We conclude the papleoutline our future
work in Section 6.

2 Background and Related Work

Recently, cloud computing has been increasingly used wirgplbusiness and e-
science problems. Although there is a confusion on the diefirsi of cloud comput-
ing, cloud computing is considered as an emerging modelwdiios at allowing cus-
tomers to utilize computational resources and softwareekidsy service providers
[8, 23, 26, 12], thus shifting the complex and tedious reseand software manage-
ment tasks typically done by the customers to the serviceigeos. To date, many
cloud computing providers exist to offer different functadities. However, as we
will discuss in detail in Section 4, only a few providers abbk used by CSE groups;
these providers focus on laaS features by providing mastand storage systems.

With respect to the utilization of cloud computing for CSESE scientists have
started using cloud computing for CSE applications, sud3hs24], and they have
provided various feedback on experimenting cloud comgutor scientific appli-
cations. However, these works focus on concerns relatedrtiplar applications.
Many computer scientists have evaluated particular clggtess, such as Amazon
[44, 27]. However, they do not analyze a wide perspectivelamicd computing for
small CSE research groups.



Buyya and his colleagues have discussed the limitationafccicomputing in
terms of market-orientation [12]. However, they do not dishenefits of cloud com-
puting for the CSE’s market. A detailed report has been mhdatacloud computing
[8] which presents various limitations of cloud computikighile it does not concen-
trate on CSE issues, it presents various obstacles that clestomers could face,
thus these obstacles are also valid for CSE groups. Thattreposiders generic
properties of clouds but does not specifically analyze otisapport of laaS, Paas,
and Saas providers for small CSE research groups.

With respect to cost estimations for scientific applicagiam cloud computing,
[8, 23] give generic cost comparison discussion and [1Aligdes experimental work
on costs for workflows in cloud computing. Both raise impbottquestions on the
complexity of cost models when using cloud computing. Weelsanilar questions
through our discussion but we focus on understanding hovestitools can be used
to evaluate costs for CSE applications.

In their short paper [61], Wang et al. have summarized sogenteloud systems,
such as OpenNebula, Amazon, and Nimbus, and discussedbiuzdies of clouds,
key features and enabling technologies. However, they tdamalyze limitations of
clouds for scientific computing and how to overcome theséditions. A special is-
sue discussing how cloud computing can be used for scieaagegdn in [55]. This
issue includes discussion about important scientific &lyois in the cloud, such as
based on MapReduce. Especially, in this issue, Sterlingtautk have discussed how
cloud computing fulfills the needs of main requirements ftogh performance com-
puting (HPC), for example, capability, capacity and calicttive demands [54]. We
do not examine the type of HPC applications but focus moreoendioud computing
could support CSE scientists from general software dewedop aspects. In a recent
report on the Open Cirrus testbed [10], 8 cloud computintbésts are also briefly
compared based on their types of research, approach,ipantis and distribution.

What we have observed is that computer scientists have disdwnd demon-
strated many aspects of cloud computing for scientific apibns, while CSE sci-
entists have not really taken the advantage of cloud comgudiie to several reasons
that we will present in later sections.

3 Cloud Relevance to and Requirements from CSE Groups

With respect to software development and execution, CS#8sts have quite differ-
ent needs from their business counterpart. CSE applicatiane some distinguish-
able properties, as also studied in [2, 36], with respectrtg@mmming languages
(mainly C/C++, Fortran, Java, Perl, and Python), high paremce computing sys-
tems, parallel programming models (e.g., MPI, OpenMP, angR&duce), and com-
putational libraries (e.g., BLAS, LAPACK, ParMETIS, andlifros).
Unlike big CSE research groups which own strong computirdy storage in-

frastructure and/or have supporting teams of compute tisigiand IT professionals,
small CSE research groupface many challenges. First, they need computational

1 gpecifically our discussion is based on small CSE groups inrigus/ost Austrian CSE groups are
small and they work independent. A typical size of a groupasifis to 30 people, including professors,



resources which are currently not enough. Second, theydalsmt have knowledge
and staff to manage complex computational resources amagsteystems. Third,
they also do not want to invest a lot of time on managing inftecsures. The man-
agement is typically done by PhD students who want to conatnbn their own
research rather than setup and manage (high performanmoputiog systems. Some
groups even have their own services deployed for a wide usaue these services
are useful for research. However, these groups do not waelgase the source code
of their services due to many reasons, e.g., competitieareh.

As promised by the benefits of cloud computing [14], cloud pating could
offer a great chance for small CSE groups to deal with thesbl@ms. Generally,
the CSE scientistsfound that cloud computing is very relevant. In our discossi
we found the following findings describing how cloud compgtis relevant to CSE
groups:

— Reducing management cosbviously CSE scientists appreciate how cloud com-
puting could help them to reduce the operation and managesost In particu-
lar, management cost is important as, with cloud comput@®f: scientists and
PhD students can focus on their own research, instead dhdeaith the com-
plexity of high performance computing systems. This bedsih meets the main
slogan of the cloud computing industry.

— Reducing resource cost and fostering research proposa@ence the benefit
of cloud computing is not only due to the simple managemetit izialso related
to research funding and proposals. Interestingly, soméifignragents have asked
CSE scientists why they do not use resources from otherstasdery hard to
get funds for supporting the setup and maintenance of C3asinfictures.

— Improving application capability sharingnany research results can be exposed
as a service in cloud environments that can be used by otbeaneh groups.

— Improving data sharingCSE research groups need to share data with other col-
laborators and the data can be easily shared if it is in clMahy large-scale
datasets which are hard to manage by a single group couldtletpelouds for
various research groups.

— Supporting reproducible research resulthis is probably one of the most im-
portant factors when considering cloud computing for CStie iBsue of repro-
ducible research results is critical in science, generatig in CSE, particularly.
However, it is hard, if not impossible, to reproduce the aesle result when dif-
ferent experimental testbeds are used. In fact, in manysgc#se impossible to
setup similar testbeds, let alone to reproduce similar @x@ats. With cloud
computing, this issue can (partially) be solved as diffegroups could utilize
similar configurations of cloud computing infrastructures

However, cloud computing is a rather new model and not all G8éntists are
aware of and understand its benefits as well as its limitatida further support CSE

post-docs, PhD/master students, and supporting staffs.t®tiee organizational structure of Austrian
universities, research groups are very independent. C8&pgrneed computational infrastructure and
most of them own a small cluster (4-32 cores), apart from shasagputational resources provided by the
universities and research institutions.

2 In this section, in most cases, CSE scientists mean thoseipatiing in our discussion in [49].



scientists to investigate the offers of cloud computing haree studied the list of 100
players in the cloud ecosystem [28] and Table 1 presentgpies bf cloud computing
providers in this list. Obviously, CSE has not been well supported by existingctlou
providers. While generic laaS cloud systems are populamtiagt be used by CSE
scientists, they lack many features required by CSE graages $ection 4 for further
discussion). On other hand, PaaS and SaaS for CSE are natewvelbped.

Type Focus Number

laaS Compute as a service by providing machines 11
Storage as a service, Web hosting 11

PaaS | Web application development 10
Saas integration 2

SaaS | CSE 0
Enterprise computing 4
Collaborative working environments, virtual desktops,ialoeetwork 8

Others | Tool development, software and hardware providers, sugeovices 46

Table 1 Major types of cloud computing providers from the list of 100ud players[28]. Types are
classed based on the product information.

4 Raised Issues
4.1 Cost Issues

The firstissue is that it is hard to understand and deterntieéements of the actual,
full cost model when using cloud computing. This cost modelécessary for scien-
tists to decide when and under which form cloud computingrsftan be utilized.
CSE scientists need to estimate if the total cost of usingccttmmputing is smaller
than that of their own infrastructure. The second issuedddbk of tools to monitor
and analyze pay-as-you-go costs associated with runtimefumachines, storage
systems, and networks for particular applications. It isdeel for short term plan-
ning and on-demand resource allocation at runtime, e.gletermine when cloud
resources should be added into existing, local resourcesiir to perform a large-
scale experiment. As studied, major factors of the cost ofgusloud computing
would be computing resources, storage systems, and datderabut the total cost
is related to many factors and activities, such as compugsgurces, storage, data
transfers, security, and data cleaning [7, 17].

While several papers have discussed and reported the costfofrping scien-
tific applications in the cloud, these reports are eithersfiecific applications [17],
general discussion [7, 9], or comparing different cloudeys [35]. Table 2 presents

3 Note that from the list some providers have been acquired angemieFurthermore, many providers
offer different types of services and information about somwigers is not clear. Therefore, we choose
to count only providers when information is clear. Our eviiaramethod is mostly relied on the analysis
of existing documents. For a small number of systems, we weretabise demonstration/trial offers to
(partially) evaluate them.
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Amazon [20] + |+ + |+ + Only for machine, storage and network
use
Walker et al. [60] | + + Comprehensive models for estimating
cloud storage costs
Truong etal. [57]| + | + + Estimating and online monitoring costs
for applications

Table 2 Existing tools for determining costs

existing tools that can be used to estimate, monitor ang/aeabsts of using clouds.
On the one hand, while cloud service providers give somechagrmation about
costs and tools for determining computation and data teartsfsts, they are trivial.
Using information provided by the provider, it is very diffic to calculate the cost
of an application because scientists need to map the cotipuend data transfer
models associated with their CSE applications to primigiviees of CPUs, storage
size and network transfer. On the other hand, we lack coishasbn and monitor-
ing tools that can provide detailed cost factors associatéddifferent activities of
scientific applications.

4.2 Software Development, Deployment and Execution Issues

Software development, deployment and execution suppastusial to scientists.
Based on our study in Table 1, we further study how existingaIplayers, including
also software development providers not in the list memtibim [28], support the
development and execution of CSE applications.

With respect to laaS, first of all, many scientists want tovkmoore about de-
tailed configurations of clouds, such as network topologg ahat could happen
behind the scene. Such configurations could help sciettisiderstand better how
they should port their applications to the cloud and how tinoige their applications.
Understanding what happens behind the scene also helpsistsi¢o decide whether
they should use the cloud or not, and, if used, for which phastheir experiments.
For example, many applications are involved with sensitiata. When more com-
puting and storage resources are needed, sensitive ddthbmstored, cached and
transferred among different nodes in the cloud. The saentiave to comply with
different rules applied to sensitive data, thus they musinkrfor example, where
the data is stored and what is the retention policy of the. dé#tfortunately, current
providers publish almost no information about detailedbtogy and possible situa-
tions related to data. Unclear information about the togplalso creates confusion
about the performance issue because sometime it is impessithetermine the loca-
tion of services. Second, in order to use cloud computingnees to classify which
types of applications are suitable for clouds. Althoughesal papers have reported
on the use of cloud for different scientific applications,sndoud providers do not



explicitly present the types of application classes theypsut. Third, many CSE
applications are parallel applications based on MPI, Ogerévhbarrassingly paral-
lel, and workflow models. Therefore, we need good suppompévallel applications.

However, currently cloud computing providers offer veryléi support of such par-
allel applications. Tables 3 and 4 present deployed laa$ktfbrms in our study.

Clearly, there is a lack of strong support for CSE appliceio
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Amazon EC2 [20] o o | + o|/o|o|o|o|o|oO Provides computing infrastructure. However, some public Amna&IMs
include images for scientific applications.
Appnexus [4] o} oo o|o|o|oO o] Provides computing infrastructures based on that diffe@®timages can
be installed.
ElasticHosts [21] o} o | o o|o|o]|o|O]|oO|oO Provides computing infrastructures based on that virtualhinas can be
installed.
Eucalyptus [43] o} o | o o|o0|o0]|oO o | o Provides a public cloud for research. It also includes safénfor setting
cloud infrastructure.
Joyent [32] o} o | o o|o0 |+ |oO + | o Supports computing infrastructures based on Open Solaris.
Science Clouds/Nimbus [33] + o | + o|o0|o0]|oO o | o Supports scientific and educational projects to experiméthteloud com-
puting.
Skytap [51] o} + |0 o|o|o|o|o]|o |+ Supports virtual labs of pre-built virtual machines, datgsa and software
test tools.

Table 3 Overview of programming model and language support in laaSestug ando denotenative supportincluded in the system) ander-specific suppo(performed
by the user based on his/her requirements), respectivelst fdatures in systems studied are marked as user-specifisrsbppause these systems mainly provide machines.
As a result, the user has to perform several manual actiwitiesder to prepare the right machine images for his/her agiidias.
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3tera AppLogic [1] + o) Enables the execution of cloud applications with a focusoatedble Web appli-
cations and services.
Appistry CloudIQ [3] o] + |+ |0 |+ |+ Includes cloud manager and engines which are used to managirexacuting
applications.
Apprenda SaaSGrid [5] + + Supports C#/.NET based application development
Aptana Cloud [6] + + | + Supports the development and execution of PHP, MySQL, ApanbeAptana
Jaxer applications.
Boomi AtomSphere [11] + + Supports the composition of processes of application iatemr, data integra-|
tion, and B2B integration.
Gigaspaces [29] + + + |+ |+ Supports Web and enterprise applications, and parallelesging managed by
the user.
Google App Engine [30] + + | + Supports the development and execution of Web applications.
LongJump [37] + + + Supports Web applications for enterprises.
Microsoft Azure [39] + + + Support cloud application development based on Windowshtdobgies (.NET,
Windows Live, etc.)
Parabon Frontier [45] + + + Supports batch jobs and includes several financial forecpand data mining
to biological and nano-scale modeling and simulations.

Table 4 Overview of programming model and language supports in plagastudied+ ando denotenative supporanduser-specific suppoKcarried out by the user
based on his/her requirements), respectively.
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Appistry CloudIQ [3] Microsoft Visio and Eclipse plug-in + + +
Apprenda SaaSGrid [5]| Microsoft Visio + + +
Aptana Cloud [6] Eclipse-based Aptana Studio + +

Boomi AtomSphere [11]| Web browsers + +
Gigaspaces [29] Specific IDE and Eclipse plug-in + +
Google App [30] Specific SDK and Eclipse plug-in + +
LongJump [37] Eclipse plug-in and Web browsers +

Microsoft Azure [39] Microsoft Visio + + + +

Parabon Frontier [45] | Eclipse plug-in and specific SDK + + + +

Table 5 Overview of application development and monitoring utilitypport in systems and products
studied.

With respect to PaaS, we need simple ways of programmingealtiud by uti-
lizing different programming environments and tools. Heer currently PaaS for
CSE applications is not in the focus of cloud computing pdlevs. When a CSE sci-
entist utilizes the cloud, he/she does not have to managadbhines. Nevertheless,
with respect to software development and execution, apam fvhat the scientist
has to do in his/her systems, she/he has to deal with thenatepaof packages and
machine configuration which is not simple at the moment. Wniday systems pro-
vide tools to manage the infrastructure, there is a lackabttor wrapping scientific
codes, packaging and deploying them to the cloud. It is itgmbto have such tools
because developing code in cloud systems needs to deal ifféghedt virtual ma-
chines and complex scientific libraries in a pay-as-yougghion. Other issues are
application monitoring and performance optimization whére important and well
supported in today’s high performance systems. First, sthire have been a few
discussion on how to monitor and optimize the performandc€®iE applications in
the cloud. When CSE applications are executed in the cloeg, iitn atop virtual
machines. This requires a new class of performance mamitand analysis tools
for virtual machines. Second, the question of whether weilshoptimize the per-
formance of CSE applications or not in the cloud is still apéloud providers often
claim that the user can obtain unlimited resources the uaatsnSo does the elastic
resource provisioning solve the performance problem? Ahdtwvould be the hid-
den relationship between the cost and the resource usabesiway, if we ignore
the performance optimization. Table 5 summarizes apjdicatevelopment support
of products and systems that we studied. A clear observéitimat most systems
support deployment utilities and system monitoring. (Aoétic) deployment utili-
ties are a must for application development in the cloud asuer does not want
to deal with the complexity of deployment and installatidrsoftware in clouds, in
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particular, when the user relies on different laaSs. Howesgch utilities in most
studied systems are not for CSE applications.

With respect to SaaS, many CSE applications or part of CSkomatpry pro-
cesses could be provided as a SaaS. However, currentlyc®amSomputing providers
have not focused on this sector.

5 Enhancing CSE Support in Cloud Systems

Based on our detailed study about current offers of cloudpeging to small CSE
research groups, in the following, we present specific rensendations for cost eval-
uation, laaS, PaaS and SaasS.

5.1 Cost Evaluation Tools

With respect to the cost estimation, cloud computing presrsdand research com-
munities should offer application-specific cost modelse&tists should be provided
with cost models associated with application models, east models for OpenMP,
MPI, and workflows, and these models should allow the saento utilize their
vast knowledge about their application requirements ghbefore the use of cloud
computing. Furthermore, a scientific experiment mightudel different phases, each
has a different application model and might or might not becexed in the cloud.
Thus, it is interesting to have composite cost models inradecide which phases
should be executed by using the cloud. To date, good modetofd estimation are
missing. Also there is no integrated cost evaluation toat firesents the correla-
tion and difference among costs reported from multiple giegug, cost estimation,
application-specific cost monitoring, and infrastructapecific cost monitoring.

5.2 laasS for CSE

Currently, laaS typically supports the user to specify tbhenber of machines and
provides differentimages of different operating systevis believe that current sup-
port is too low level and does not encourage CSE researahaesetcloud computing.
We recommend laasS for CSE to provide the following features:

Cluster and reproducible machine images and templaBSE typically do not
use a single machine. Most cloud providers offer single nmecimages, but not
cluster machine images. Although some cluster machineesarge provided through
community/research effort and third parties, such as in Zm&C2 [20] and Nim-
bus [33], this kind of support has not been on the main focuslamid providers.
However, cluster machine images are important for CSE egipbins. Such images
require much more complex configurations which can consfsbnt nodes, compute
nodes, double/virtual communication interfaces, netvdiskributed file systems, etc.
Some research initiatives have focused on the provisiosifilcfuster images, such as
[41], but their results need to be investigated and integratto native support of
laaS providers. Furthermore, these images should be storeating reproducible
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images for supporting reproducible research experiménis.even better if cloud
providers and CSE communities provide machines includeagly-to-use scientific
images (e.g., like Amazon AMI scientific Linux 5.2 which indes mpiBlast from the
AMI public site). Another interesting topic is to create iges suitable for different
cluster topologies. Hence, useful tools similar to the ttasystem [22] will simplify

the task to define suitable infrastructure images for CSHagion substantially. An
other important point is that such images should be sealelzainl associated with
their deployed software and performance information. Ehgarticular important for
sharing and reproducible images among collaborative teams in Elastic-R [13],

as well as for dynamic resource deployment and provisiqrang, in Cafe [40].

Compilers and scientific librariesnost cloud computing providers do not include
a rich set of compilers for CSE applications, such as Forgémash Python besides
C/C++ and Java. Scripting languages, such as Python, hexeasingly played an
important roles in scientific applications [42]. They arscalvell supported in Web
applications in many cloud systems. Thus, we think thateasing the testing and
deployment of such scripting languages for CSE would alsa@tCSE scientists.
Scientific libraries used for CSE applications, such as MRIEFTW, LAPACK,
ScaLAPACK, and BLAST, are typically installed manually amgintained by the
user. Itis important that these libraries are tested ariddiec! in machine and cluster
images. New tools that are able to support the assembly aldihigLscientific images
suitable for different clouds are highly expected. In thaspect, a good example in
the business domain is the CohesiveFT service [15] whiadwalthe developer to
build and customize his/her software stack for differentidss.

Automatic dynamic resource provisioninggrtain CSE applications take a long
time to finish and during their execution, resources are wlféekently. Although
current resource acquisition in cloud systems can be eJastmost cases, this has
to be done manually by the user. An interesting point is haudlsystems provide
facilities for acquiring new resources and preparing insaigean automatic way so
that these facilities can be utilized and integrated int&@Bplications for the opti-
mization of the resources used by CSE applications. The3uaaling feature of the
Amazon EC2 is a good starting point in this direction wherlldves resources to be
changed based on pre-defined triggers. However, it is stitlear how it can be eas-
ily integrated into CSE programming models and how it candsgluogether with the
automatic deployment of images. In particular, it is veraltgnging to provide au-
tomatic dynamic resource provisioning mechanisms thaweadicientists to use their
own resources and add new cloud resources when neededheugih tsome under-
lying cloud technigues have enabled this, such as in the Rgtaula toolkit [53],
by using virtual network and cloud interfaces to other laadiders. We believe
that a systematic way to support the integration of resopire@isioning, and images
deployment and management into programming models is itapofor long-run
applications.



13

5.3 PaasS for CSE

Generally, PaaS provides existing tools for the developevrite and deploy cloud
applications. Examples of PaaS are the Aptana [6], the Apgiloud Connectors
[16], and the Bommi integration components [11]. TypicallyPaaS will provide
a Web programming portal, a set of available componentsdaiatbe composed,
and libraries/tools that can be used easily. Providing PaaSSE means that cloud
providers should support ready-to-use platforms for siststo develop and test their
applications. Thus, PaaS support should be concentratdtedallowing points:

Generic integrated IDEs for software developmeribud computing providers
offer many good IDEs for supporting the development of Wepliagtions, but not
for CSE applications. Similar to IDEs for Web applicatioB§E scientists need good
programming development IDEs. These IDEs will go beyondenirDEs for scien-
tific applications, such as Eclipse for parallel progran®y [ Eclipse for workfows
[47], because they have to support also packaging and rerdeployment of code
and elastic control in the cloud. Furthermore, they havestalile to support different
back-end cloud systems. While the use of multiple clouds $sipte [34], we are not
aware of software development tools for multiple clouds.

Supporting workflows, exploratory, interactive programgimodelsa great num-
ber of CSE applications follow the workflow model [18] thatedenot only high
performance computing systems but also large-scale dategst ones. Both require-
ments are met by cloud computing, but the main challengenithee interconnection
between computing services and data services, especiadiy they are executed in
different clouds. To date, various cloud providers havetjgioffered complementary
services, for example, computing infrastructure and daieage center. However,
the workflow programming model has not been well supporteddyd systems. In
particular, the workflow support could also focus on the progning of CSE ap-
plications based on cross cloud providers, for exampledlivam biodata from one
provider while using computing resources from another joiev

Paas for testing CSE applicatiarthis would be highly interesting because very
often scientists develop and test their applications imll@nd small systems be-
fore they start to run their applications in large-scaledpiion high performance
systems. While they may be granted to access such systemso(do#aboration
contract or relationship), it is not efficient to use thesstems for development and
testing (due to usage constraints). Interesting exampldisei business domain are
the SOASTA test platform [52] and Skytap [51].

5.4 SaaS for CSE

Providing SaaS for CSE is especially interesting for manmaios. For example,

sharing application capabilities using Web services ant jd¢etal is very fine when

scientists do not want to share the application’s source emd when their applica-
tions are computation-intensive and non-interactive withple input data. Similar

to current SaaS support for the business domain, we recoth@®®k SaaS providers
to offer the following types of services:
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Basic CSE servicessaaS providers for CSE could investigate existing, well-
established CSE applications and provide them as sengoase have been already
deployed in cluster environments, such as Wien2K [63] (ededc structure calcula-
tions of solids), Dynamite [19] (predicts protein motiorex)d VAMP/VASP [58] (ab-
initio quantum-mechanical molecular dynamics). Many ptigg applications could
be provided such as ParaView [46] (data analysis and vizatan application). Typ-
ical applications described in [50] would be good candislate

Mashup portal for connecting diverse CSE servigegood example of mashup
portal for business applications is the Process Factorly % CSE, we could de-
velop similar connectors to connect different CSE serviEassting research results
in Grid workflows [56] can be leveraged to provide new toolsléal with CSE ser-
vices and service connectors in the cloud.

6 Conclusion and Future Work

In this paper, we have studied the state of the art of how cbmmdputing providers
support small CSE (Computational Science and Engineer@sgarch groups. While
many cloud providers exist, they mainly focus on supportimachine infrastruc-
ture, data hosting, Web applications development, and faadéBsiness applications.
laaS/PaaS/SaaS providers could be utilized by CSE grouphédxse providers have
not provided enough support for CSE customers with respgatdgramming mod-
els, supporting tools and proved working applications. ¢tmeent landscape of the
cloud computing ecosystem neglects potential CSE custarat we call for cloud
computing providers as well as researchers to address fupsmissues.

While we recommend some solutions to cloud computing prasided researchers,
whether cloud computing providers will put their effort reasn supporting CSE is
clearly dependent on business factors. It is, however, tefést for the CSE com-
munity to address the above-mentioned challenging issuesier to foster our CSE
research, in particular for small groups, to enhance dadaagplication sharing and
to ensure reproducible experiments. In our future work, viledevelop a service-
oriented Paa$S platform for data intensive applicationsbse this topic has a good
combination of cloud strength - data and computation suppord would free many
hard jobs that scientists have to face when dealing the @xitplof computational
infrastructures and storage systems.
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