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Abstract—This paper is concerned with inferring the state of a Itô stochastic differential equation (SDE) from noisy discrete-time measurements. The problem is approached by considering basis function expansions of Brownian motion, that as a consequence give approximations to the underlying stochastic differential equation in terms of an ordinary differential equation with random coefficients. This allows for representing the latent process at the measurement points as a discrete time system with a non-linear transformation of the previous state and a noise term. The smoothing problem can then be solved by sigma-point or Taylor series approximations of this non-linear function, implementations of which are detailed. Furthermore, a method for interpolating the smoothing solution between measurement instances is developed. The developed methods are compared to the Type III smoother in simulation examples involving (i) hyperbolic tangent drift and (ii) the Lorenz 63 system where the present method is found to be better at reconstructing the smoothing solution at the measurement points, while the interpolation scheme between measurement instances appear to suffer from edge effects, serving as an invitation to future research.
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I. INTRODUCTION

Inference in continuous-time stochastic dynamic systems is a frequently occurring topic in disciplines such as navigation, tracking, and time series modelling [1], [2], [3], [4], [5]. The system is typically described in terms of a latent Markov process \( \{X(s)\}_{s \geq 0} \), governed by a stochastic differential equation (SDE) [6]. Furthermore, the process \( \{X(s)\}_{s \geq 0} \) is assumed to be measured at a set of time instants \( \{t_k\}_{k=1}^K \) by a collection of random variables \( \{Y(t_k)\}_{k=1}^K \), each having a conditional distribution with respect to the process outcome at the corresponding time stamp. For the special case of an affine Gaussian system, the calculation of predictive, filtering, and smoothing distributions amount to computing the first two joint moments of latent process and the measurement process. In the case of filtering this procedure is known as Kalman-Bucy filtering [7]. Subsequently, Rauch, Tung, and Striebel showed that the smoothing moments can be expressed in terms of ordinary differential equations with the filter moments as inputs [8].

Although the theory of filtering and smoothing in linear systems is well established, the non-linear case is still an area of intense research. An early strategy, for filtering, was to linearise the system around the mean trajectory using truncated Taylor series expansions which enables the use of the aforementioned methods for affine systems [9]. This Taylor series approach was later extended to smoothing by combining it with the development of non-linear smoothing theory [10]. Later on, sigma-point approaches to continuous-discrete smoothing emerged based on Euler discretisations and taking the limit of the discrete time smoother [11]. Additionally, in [12] a series of sigma-point smoothers were derived based on the non-linear smoothing theory of [10]. A different line of research is to approximate the family of smoothing distributions with a Gaussian process via variational Bayes [13], [14].

On the other hand, Brownian motion can be approximated using a basis function expansion [15], which results in approximating the underlying stochastic differential equation with an ordinary differential equation with random coefficients [16]. Based on this, another type of sigma-point filter for continuous-discrete systems was developed in [17].

In this paper, non-linear continuous-discrete smoothers are derived based on Wong-Zakai expansions of Brownian motion [15]. This allows the latent stochastic process to be represented as a discrete time system with non-linear transformations of the state and noise terms. Based on this smoothers based on both sigma point and Taylor series approximations are developed, thus generalising the methodology in [17] to smoothing problems. Furthermore, a scheme for interpolating the smoothing distribution between measurement instances is developed. The developed methods are validated in simulation experiments.

The rest of this paper is organised as follows. This section is concluded by establishing notation and formalising the problem formulation. Basis function expansions of Brownian motion and the corresponding ordinary differential equation approximations to stochastic differential equations are reviewed in Section II. In Section III the Gaussian smoother based on basis function expansions of Brownian motion is formally derived, and sigma point and Taylor series implementations are subsequently developed as well as a method for interpolating the smoothing distribution between measurement instances. Simulation results for the derived smoothers are compared to the Type III smoother (see [12]) in Section IV, and finally conclusions are given in Section V.
A. Notation

For the stochastic process \( \{Y(t_k)\}_{k=1}^{K} \) the following sets are defined

\[
\mathcal{Y}(t) = \{y(t_k) \mid t_k \leq t\}, \tag{1a}
\]
\[
\mathcal{Y}(t^-) = \{y(t_k) \mid t_k < t\}. \tag{1b}
\]

The density of the process \( X(t) \) conditioned on the set of outcomes of \( Y(t_k) \) up to time \( \tau \) is then denoted by \( f(x, t \mid \mathcal{Y}(\tau)) \) and \( f(x, t \mid \mathcal{Y}(\tau^-)) \) for the outcomes up to just before \( \tau \). Conditional expectations, covariances, and cross-covariances are similarly denoted by \( E[\cdot \mid \mathcal{Y}(\tau)], \mathbb{V}[\cdot \mid \mathcal{Y}(\tau)], \) and \( \mathbb{C}[\cdot, \cdot \mid \mathcal{Y}(\tau)] \). As a shorthand, the filtering moments at time \( t \) are denoted by

\[
E^F_t[\cdot] = E[\cdot \mid \mathcal{Y}(t)],
\]
\[
\mathbb{V}^F_t[\cdot] = \mathbb{V}[\cdot \mid \mathcal{Y}(t)],
\]
\[
\mathbb{C}^F_t[\cdot] = \mathbb{C}[\cdot, \cdot \mid \mathcal{Y}(t)],
\]

the mean and covariance of \( X(t) \) with respect to the filtering distribution are given special notation according to

\[
\bar{x}(t) = E^F_t[X(t)], \tag{3a}
\]
\[
\Sigma(t) = \mathbb{V}^F_t[X(t)]. \tag{3b}
\]

Similarly, the smoothing moments are denoted by (conditioning on \( \mathcal{Y}(t_K) \))

\[
E^S_t[\cdot] = E[\cdot \mid \mathcal{Y}(t_K)],
\]
\[
\mathbb{V}^S_t[\cdot] = \mathbb{V}[\cdot \mid \mathcal{Y}(t_K)],
\]
\[
\mathbb{C}^S_t[\cdot] = \mathbb{C}[\cdot, \cdot \mid \mathcal{Y}(t_K)],
\]

and the mean and covariance of \( X(t) \) with respect to the smoothing distribution are denoted by

\[
\bar{x}(t) = E^S_t[X(t)], \tag{5a}
\]
\[
\Omega(t) = \mathbb{V}^S_t[X(t)]. \tag{5b}
\]

Furthermore, for the Itô process \( X(t) \), its Itô differential is denoted by \( dX(t), dt \) is a time differential, and \( \partial_t \) is a time derivative.

B. Problem Formulation

In this paper, systems of the following form are considered

\[
dX(t) = \mu(X(t)) dt + \sigma(t) dB(t), \tag{6a}
\]
\[
Y(t_k) = h(X(t_k)) + V(t_k), \tag{6b}
\]

where \( f(x, 0) = N(x; \bar{x}(0^-), \Sigma(0^-)) \), \( \mu : \mathbb{R}^d \to \mathbb{R}^d \) is the drift function, \( \sigma : \mathbb{R}_+ \to \mathbb{R}^{d \times d} \) is the diffusion matrix, \( B(t) \) is a vector of standard Brownian motions, \( h : \mathbb{R}^d \to \mathbb{R}^d \) is the measurement function, and \( V(t_k) \) is a Gaussian white noise sequence with \( \mathbb{C}[V(t_k), V(t_l)] = \delta_{kl} \Delta \). Given a measurement sequence, \( \{y(t_k)\}_{k=1}^{K} \), the objective of inference, in the Bayesian sense, is then to find the family of conditional densities

\[
f(x, \tau \mid \mathcal{Y}(\tau)), \quad k = 1, \ldots, K. \tag{7}
\]

When \( \tau = t_k \) the probability density in Equation (7) is said to be a filtering distribution, when \( \tau > t_k \) it is a predictive distribution, and when \( \tau < t_k \) it is a smoothing distribution.

II. APPROXIMATION OF STOCHASTIC DIFFERENTIAL EQUATIONS USING BASIS EXPANSION OF BROWNIAN MOTION

In this section, the approach based on basis function expansions of Brownian motion to approximating stochastic differential equations is reviewed. In Section II-A basis expansions of Brownian motion are reviewed and in Section II-B the approach to approximating the stochastic differential equation taken in this paper is presented.

A. Basis Function Expansions of Brownian Processes

A standard Brownian motion \( B(t) \) can be expanded in terms of a set of orthonormal basis functions, \( \{\phi_l(t)\}_{l=1}^{\infty} \), on the interval \([0, T]\). Using the standard inner product on \( L^2([0, T], \mathbb{R}) \),

\[
\langle \phi, \phi' \rangle = \int_0^T \phi(\tau)\phi'(\tau) d\tau, \tag{8}
\]
gives the following basis expansion of \( B(t) \) [16]

\[
B(t) = \sum_{l=1}^{\infty} W_l \int_0^t \phi_l(\tau) d\tau, \quad t \in [0, T], \tag{9}
\]

where the coefficients, \( \{W_l\}_{l=1}^{\infty} \) is a standard Gaussian white noise process. With this representation the increment, \( dB(t) \), can be written as

\[
dB(t) = \sum_{l=1}^{\infty} W_l \phi_l(t) dt. \tag{10}
\]

For instance, the Karhunen-Loeve expansion would correspond to

\[
\phi_l(t) = \left( \frac{2}{\delta} \right)^{1/2} \cos \left( \frac{(2l-1)\pi}{2\delta} t \right). \tag{11a}
\]

\[
\tag{11b}
\]

Though other orthonormal bases are also possible such as Haar functions, corresponding to Lévy-Ciesielski constructions of Brownian motion [18].

B. An Approximate Stochastic System

The stochastic differential equation in Equation (6a) can be approximated by an ordinary differential equation by using a basis expansion of Brownian motion [15], [16], [17]. However, making a basis expansion for the entire interval, \([t_1, t_K]\) would require a prohibitive amount of basis functions (large \( L \)), hence an interval wise basis expansion is more suitable. That is, \( B(t) \) is expanded at each measurement interval, \( \{[t_k, t_{k+1}]\}_{k=0}^{K-1} \). Now define

\[
\phi^T(t) = [\phi_1(t) \ldots \phi_L(t)], \tag{12}
\]

each coordinate of \( B(t) \) can then be approximated on the interval \([t_{k+1}, t_k]\) as

\[
B_i(t) = \sum_{l=1}^{L} W_{il}(t_{k+1}) \int_{t_k}^{t} \phi_l(\tau) d\tau, \quad t \in [t_k, t_{k+1}], \tag{13}
\]
where \( \chi \) is an indicator function. The solution \( X(t) \) can be obtained by integrating the following ODE on the interval \([t_0, t]\)

\[
\partial_t X(t) \approx \mu(X(t)) + \sum_{k=0}^{K-1} \chi_{[t_k, t_{k+1})} \sigma(t) W(t_{k+1}) \phi(t),
\]

where the covariance is given by

\[
\Sigma(k_{k+1}) = \mathbb{V}_k(X(t_k), W(t_{k+1}))
\]

\[
= \Sigma(k_k) + \mathcal{C}_k^F \left[ X(t_k), \int_{t_k}^{t_{k+1}} \mu(X(\tau)) d\tau \right]
\]

\[
+ \mathcal{C}_k^F \left[ X(t_k), \int_{t_k}^{t_{k+1}} \sigma(\tau) W(t_{k+1}) \phi(\tau) d\tau \right]
\]

\[
+ \mathcal{C}_k^F \left[ X(t_k), \int_{t_k}^{t_{k+1}} \mu(X(\tau)) d\tau \right]^T
\]

\[
+ \mathcal{V}_k^F \left[ \int_{t_k}^{t_{k+1}} \mu(X(\tau)) d\tau \right]
\]

\[
+ \mathcal{C}_k^F \left[ \int_{t_k}^{t_{k+1}} \sigma(\tau) W(t_{k+1}) \phi(\tau) d\tau, \int_{t_k}^{t_{k+1}} \mu(X(\tau)) d\tau \right]^T
\]

\[
+ \mathcal{C}_k^F \left[ \int_{t_k}^{t_{k+1}} \sigma(\tau) W(t_{k+1}) \phi(\tau) d\tau \right]
\]

Additionally, for the smoother gain, the cross-covariance between \( X(t_k) \) and \( X(t_{k+1}) \) needs to be computed; it is given by

\[
\mathcal{C}_k^F[X(t_k), X(t_{k+1})] = \Sigma(t_k)
\]

\[
+ \mathcal{C}_k^F \left[ X(t_k), \int_{t_k}^{t_{k+1}} \mu(X(\tau)) d\tau \right]
\]

\[
+ \mathcal{C}_k^F \left[ X(t_k), \int_{t_k}^{t_{k+1}} \sigma(\tau) W(t_{k+1}) \phi(\tau) d\tau \right].
\]

The gain needed for the smoother implementation (cf. [5]) is then given by

\[
G(t_k) = \mathcal{C}_k^F[X(t_k), X(t_{k+1})] \Sigma^{-1}(t_{k+1}).
\]

Subsequently, approximation strategies for implementing the aforementioned moment computations shall be devised.

\section*{III. CONTINUOUS-DISCRETE SMOOTHING USING BASIS FUNCTION EXPANSION}

In this section, the Gaussian smoothing approach based on basis function expansions of Brownian motion is presented. In Section III-A the equations needed to implement both the filter and the smoother are derived. Sigma-point and Taylor series based approximations to the smoothing equations are then derived in Section III-B and Section III-C, respectively.

\subsection*{A. Derivation}

Suppose the filtering distribution at time \( t_k \) is given by

\[
f(x, t_k | \mathcal{Y}(t_k)) = \mathcal{N}(x; \bar{x}(t_k), \Sigma(t_k)).
\]

Now, in order to find a Gaussian approximation to the predictive distribution,

\[
f(x, t_{k+1} | \mathcal{Y}(t_k)) \approx \mathcal{N}(x; \bar{x}(t_{k+1}), \Sigma(t_{k+1}))
\]

then the moments need to be approximated. The mean is given by

\[
\bar{x}(t_{k+1}) = \mathbb{E}_k^F[F[X(t_k), W(t_{k+1})]]
\]

\[
= \bar{x}(t_k) + \int_{t_k}^{t_{k+1}} \mathbb{E}_k^F[\mu(X(\tau))] d\tau,
\]

and the covariance is given by

\[
\Sigma(t_{k+1}) = \mathbb{V}_k^F[X(t_k), W(t_{k+1})]
\]

\[
= \Sigma(t_k) + \mathcal{C}_k^F \left[ X(t_k), \int_{t_k}^{t_{k+1}} \mu(X(\tau)) d\tau \right]
\]

\[
+ \mathcal{C}_k^F \left[ X(t_k), \int_{t_k}^{t_{k+1}} \sigma(\tau) W(t_{k+1}) \phi(\tau) d\tau \right]
\]

\[
+ \mathcal{C}_k^F \left[ X(t_k), \int_{t_k}^{t_{k+1}} \mu(X(\tau)) d\tau \right]^T
\]

\[
+ \mathcal{V}_k^F \left[ \int_{t_k}^{t_{k+1}} \mu(X(\tau)) d\tau \right]
\]

\[
+ \mathcal{C}_k^F \left[ \int_{t_k}^{t_{k+1}} \sigma(\tau) W(t_{k+1}) \phi(\tau) d\tau, \int_{t_k}^{t_{k+1}} \mu(X(\tau)) d\tau \right]^T
\]

\[
+ \mathcal{C}_k^F \left[ \int_{t_k}^{t_{k+1}} \sigma(\tau) W(t_{k+1}) \phi(\tau) d\tau \right]
\]

Additionally, for the smoother gain, the cross-covariance between \( X(t_k) \) and \( X(t_{k+1}) \) needs to be computed; it is given by

\[
\mathcal{C}_k^F[X(t_k), X(t_{k+1})] = \Sigma(t_k)
\]

\[
+ \mathcal{C}_k^F \left[ X(t_k), \int_{t_k}^{t_{k+1}} \mu(X(\tau)) d\tau \right]
\]

\[
+ \mathcal{C}_k^F \left[ X(t_k), \int_{t_k}^{t_{k+1}} \sigma(\tau) W(t_{k+1}) \phi(\tau) d\tau \right].
\]

The gain needed for the smoother implementation (cf. [5]) is then given by

\[
G(t_k) = \mathcal{C}_k^F[X(t_k), X(t_{k+1})] \Sigma^{-1}(t_{k+1}).
\]

Subsequently, approximation strategies for implementing the aforementioned moment computations shall be devised.

\subsection*{B. Sigma-Point Implementation}

In order to develop a sigma-point implementation of the smoother, the strategy for developing the corresponding filter is employed [17]. Let \( \text{vec} \) be the vectorisation operator, then define

\[
Z(t_k) = \begin{bmatrix} X(t_k) \\ \text{vec}(W(t_k)) \end{bmatrix}.
\]

Now \( Z(t_k) \) is Gaussian distributed according to

\[
Z(t_k) \sim \mathcal{N} \left( \begin{bmatrix} \bar{x}(t_k) \\ 0 \end{bmatrix}, \text{blkdiag}[\Sigma(t_k), I] \right),
\]

where \( \text{blkdiag} \) is the block diagonal matrix containing its arguments on the block diagonals. Now let \( \{Z_j(t_k)\}^J_{j=1} \) and
\{\lambda_j\}_{j=1}^{J_Z} be sigma-points and weights associated with \(Z(t_k)\), respectively. Furthermore, let \(X_j(t_k)\) and \(W_j(t_k)\) be the sub-vectors of \(Z_j(t_k)\) corresponding to \(X(t_k)\) and \(\text{vec} W(t_k)\), respectively. The sigma-point, \(X_j(t_{k+1})\), is then given by
\[
X_j(t_{k+1}) = F[X_j(t_k), W_j(t_k)]
= X_j(t_k) + \int_{t_k}^{t_{k+1}} \mu(X_j(\tau)) \, d\tau + \int_{t_k}^{t_{k+1}} \phi(\tau) \otimes \sigma(\tau) W_j(t_k) \, d\tau, \tag{23}
\]
where \(\otimes\) is Kronecker's product and the identity
\[
\sigma(\tau) W(t_k) \phi(\tau) = \phi^T(\tau) \otimes \sigma(\tau) \text{vec} W(t_k), \tag{24}
\]
was used. Therefore, \(X_j(t_{k+1})\) can be found by solving the following ordinary differential equation \cite{17}
\[
\partial_t X_j(t) = \mu(X_j(t)) + \phi^T(t) \otimes \sigma(t) W_j(t_k), \tag{25}
\]
on the interval \([t_k, t_{k+1}^-]\) with initial condition \(X_j(t_k)\). The quantities necessary for the smoother can then be approximated by
\[
\bar{x}(t_{k+1}^-) \approx \sum_{j=1}^{J_Z} \lambda_j X_j(t_{k+1}^-) \tag{26a}
\]
\[
\Sigma(t_{k+1}^-) \approx \sum_{j=1}^{J_Z} \lambda_j \left( X_j(t_{k+1}^-) - \bar{x}(t_{k+1}^-) \right) \Sigma(t_{k+1}^-) \tag{26b}
\]
\[
G(t_k) \approx \sum_{j=1}^{J_Z} \lambda_j X_j(t_k) - \bar{x}(t_k) \tag{26c}
\]
The smoothing recursion is then given by \cite{5}
\[
\dot{x}(t_k) = \bar{x}(t_k) + G(t_k) \left( \dot{x}(t_{k+1}^-) - \bar{x}(t_{k+1}^-) \right) \tag{27a}
\]
\[
\Omega(t_k) = \Sigma(t_k) + G(t_k) \left( \Omega(t_{k+1}^-) - \Sigma(t_{k+1}^-) \right) G^T(t_k). \tag{27b}
\]

C. Taylor Series Implementation

In this section we derive a Taylor series based approximation to the smoother. First note that
\[
\mathbb{E}_p[F[X(t_k), W(t_{k+1})]] = \bar{x}(t_k) + \int_{t_k}^{t_{k+1}} \mathbb{E}_p[\mu(X(\tau))] \, d\tau \approx \bar{x}(t_k) + \int_{t_k}^{t_{k+1}} \mu(\bar{x}(\tau)) \, d\tau, \tag{31}
\]
hence the mean solves the same differential equation as ordinary Gaussian filters \cite{9},
\[
\partial_t \bar{x}(t) = \mu(\bar{x}(t)). \tag{32}
\]

\textbf{Algorithm 1 Continuous-Discrete Series Expansion based Sigma Point Smoother}

\textbf{Input:} Initial parameters \(\bar{x}(t_0), \Sigma(t_0)\), sampling intervals \(\{t_k\}_{k=0}^{K-1}\), and vector of basis functions \(\phi^T(t) = [\phi_1(t) \ldots \phi_L(t)]\).

\textbf{Output:} Smoothing parameters \(\{\hat{x}(t_k)\}_{k=0}^{K} \) and \(\{\Omega(t_k)\}_{k=0}^{K} \)

\textbf{for} \(k = 0 \) to \(K - 1 \)

\textbf{(Predict)}

Form sigma points, \(\{Z_j(t_k)\}_{j=1}^{J_Z}\), and weights, \(\lambda_j\) for the Gaussian vector
\[
Z^T(t_k) \leftarrow \left[ X^T(t_k) \quad \text{vec} W(t_{k+1}^-) \right]^T
\]

\textbf{for} \(j = 1 \) to \(J_Z \)

Solve the differential equation
\[
\partial_t X_j(t) = \mu(X_j(t)) + \phi^T(t) \otimes \sigma(t) W_j(t_k)
\]
on the interval \([t_k, t_{k+1}^-]\) with initial condition \(X_j(t_k)\).

\textbf{end}

Compute the predictive moments and smoother gain
\[
\bar{x}(t_{k+1}^-) \leftarrow \sum_{j=1}^{J_Z} \lambda_j X_j(t_{k+1}^-)
\]
\[
\Sigma(t_{k+1}^-) \leftarrow \sum_{j=1}^{J_Z} \lambda_j \left( X_j(t_{k+1}^-) - \bar{x}(t_{k+1}^-) \right) \Sigma(t_{k+1}^-) \left( X_j(t_{k+1}^-) - \bar{x}(t_{k+1}^-) \right)^T
\]
\[
G(t_k) \leftarrow \sum_{j=1}^{J_Z} \lambda_j \left( X_j(t_k) - \bar{x}(t_k) \right) X_j^T(t_{k+1}^-) \Sigma^{-1}(t_{k+1}^-).
\]

\textbf{[Update]}

Form sigma points \(\{X_j(t_{k+1}^-)\}_{j=1}^{J_X}\) and weights \(\lambda_j\) for \(X(t_{k+1}^-)\) and compute
\[
\bar{y}(t_{k+1}^-) \leftarrow \sum_{j=1}^{J_Z} \lambda_j h(X_j(t_{k+1}^-))
\]
\[
S(t_{k+1}^-) \leftarrow \sum_{j=1}^{J_Z} \lambda_j \left( h(X_j(t_{k+1}^-)) - \bar{y}(t_{k+1}^-) \right) \Sigma(t_{k+1}^-) \left( h(X_j(t_{k+1}^-)) - \bar{y}(t_{k+1}^-) \right)^T + \Delta
\]
\[
K(t_{k+1}^-) \leftarrow \sum_{j=1}^{J_X} \lambda_j \left( X_j(t_{k+1}^-) - \bar{x}(t_{k+1}^-) \right) h^T(X_j(t_{k+1}^-)) S^{-1}(t_{k+1}^-)
\]
\[
\bar{x}(t_{k+1}^-) \leftarrow \bar{x}(t_{k+1}^-) + K(t_{k+1}^-) \left( y(t_{k+1}) - \bar{y}(t_{k+1}^-) \right)
\]
\[
\Sigma(t_{k+1}^-) \leftarrow \Sigma(t_{k+1}^-) - K(t_{k+1}^-) S(t_{k+1}^-) K^T(t_{k+1}^-).
\]

\textbf{end}

\textbf{[Smoothstep]}

\textbf{for} \(k = K - 1 \) to \(0 \)

\[
\bar{x}(t_k) \leftarrow \bar{x}(t_k) + G(t_k) \left( \bar{x}(t_{k+1}^-) - \bar{x}(t_{k+1}^-) \right)
\]
\[
\Omega(t_k) \leftarrow \Sigma(t_k) + G(t_k) \left( \Omega(t_{k+1}^-) - \Sigma(t_{k+1}^-) \right) G^T(t_k).
\]

\textbf{end}
Furthermore, in order to compute the covariance and smoother gain, $F$ is expanded up to first order around $\bar{x}(t)$,

$$
F[X(t_k), W(t_{k+1})] \approx \frac{\partial F[\bar{x}(t_k), 0]}{\partial \bar{x}(t_k)} (X(t_k) - \bar{x}(t_k)) + \frac{\partial F[\bar{x}(t_k), 0]}{\partial \text{vec} W(t_{k+1})} \text{vec} W(t_{k+1}).
$$

(33)

Using the chain-rule and assuming the operator $\partial_t$ commutes with $\partial / (\partial X(t_k))$ and $\partial / (\partial \text{vec} W(t_{k+1}))$ gives

$$
\partial_t \frac{\partial X(t)}{\partial X(t_k)} = \frac{\partial \mu(X(t))}{\partial X(t_k)} \frac{\partial X(t)}{\partial X(t_k)} + \frac{\partial \mu(X(t))}{\partial X(t_k)} \frac{\partial X(t)}{\partial X(t_k)},
$$

(34)

and

$$
\frac{\partial}{\partial \text{vec} W(t_{k+1})} = \frac{\partial \mu(X(t))}{\partial \text{vec} W(t_{k+1})} + \phi^T(t) \otimes \sigma(t).
$$

(35)

Therefore,

$$
\partial F[\bar{x}(t_k), 0] / (\partial \bar{x}(t_k)) \text{ and } \partial F[\bar{x}(t_k), 0] / (\partial \text{vec} W(t_{k+1}))
$$

can be obtained by integrating the following ordinary differential equations on the interval $[t_k, t_{k+1}]$

$$
\partial F_x(t) = M(\bar{x}(t))F_x(t),
$$

(36a)

$$
\partial F_w(t) = M(\bar{x}(t))F_w(t) + \phi^T(t) \otimes \sigma(t),
$$

(36b)

with initial conditions $F_x(t_k) = 1$ and $F_w(t) = 0$, and where $M(x) = \partial \mu(x) / (\partial x)$, then

$$
\frac{\partial F[\bar{x}(t_k), 0]}{\partial \bar{x}(t_k)} = F_x(t_{k+1}^-),
$$

(37a)

$$
\frac{\partial F[\bar{x}(t_k), 0]}{\partial \text{vec} W(t_{k+1})} = F_w(t_{k+1}).
$$

(37b)

Therefore, to summarise, the predictive moments and smoother gain are given by

$$
\bar{x}(t_{k+1}^-) = \bar{x}(t_k) + \int_{t_k}^{t_{k+1}^-} \mu(\bar{x}(\tau)) \, d\tau,
$$

(38a)

$$
\Sigma(t_{k+1}^-) = F_x(t_{k+1}^-) \Sigma(t_k) F_x^T(t_{k+1}^-) + F_w(t_{k+1}^-) F_w^T(t_{k+1}^-),
$$

(38b)

$$
G(t_k) = \Sigma(t_k) F_x^T(t_{k+1}^-) \Sigma^{-1}(t_{k+1}^-).
$$

(38c)

D. Reconstruction of Trajectory Between Measurements

The procedure in the previous sections only provides the smoothing solution at the discretisation points. However, we might also be interested in reconstructing the solution between the points. Recall that in the interval $[t_k, t_{k+1}]$, $X(t)$ is given by

$$
X(t) = X(t_k) + \int_{t_k}^{t} \mu(X(\tau)) \, d\tau
$$

$$
+ \int_{t_k}^{t} \phi^T(\tau) \otimes \sigma(\tau) \, d\tau \text{ vec} W(t_{k+1}).
$$

(43)

If a Gaussian approximation to the smoothing distribution $U(t_k)$ can be obtained, then a set of sigma points $\{\lambda_j\}_{j=1}^{J}$ with corresponding weights, $\{\lambda_j\}_{j=1}^{J}$ can be drawn. Furthermore, denote

$$
\mathcal{U}_j(t_k) = \left[ \begin{array}{c} \mathcal{X}_j(t_k) \\ \text{W}_j(t_{k+1}) \end{array} \right],
$$

(44)

then the sigma points of the smoothing distribution for $\mathcal{X}_j(t_k)$, $t \in [t_k, t_{k+1}]$ can be obtained according

$$
\partial \mathcal{X}_j(t_k) = \mu(\mathcal{X}_j(t_k)) + \phi^T(t) \otimes \sigma(t) \text{W}_j(t_{k+1}),
$$

(45)
which should be solved with initial condition given by $X_j(t_k)$. The smoothing mean and covariance of $X(t)$ can then be obtained by weighted sums of the solutions $X_j(t)$, as usual.

For the Taylor series approach, the Jacobian of $X(t)$ with respect to $X(t_k)$ and $\text{vec} W(t_{k+1})$ need to be computed. For short-hand, define

$$F_{x(t_k)}(t) = \frac{\partial X(t)}{\partial X(t_k)},$$

$$F_{w(t_{k+1})}(t) = \frac{\partial X(t)}{\partial \text{vec} W(t_{k+1})},$$

and

$$F_{u(t_k)}(t) = \begin{bmatrix} F_{x(t_k)}(t) & F_{w(t_{k+1})}(t) \end{bmatrix}.$$  \hspace{1cm} (47)

Then by the same argument as before, $F_{u(t_k)}(t)$ evaluated at the smoothing mean can be approximated by

$$\partial_t F_{u(t_k)}^T(t) = I_2 \otimes M(\tilde{x}(t))F_{u(t_k)}^T(t) + \begin{bmatrix} 0 \\ (\phi^T(t) \otimes \sigma(t))^T \end{bmatrix},$$

where $I_2$ is a $2 \times 2$ identity matrix and

$$\hat{x}(t) = \mu(\hat{x}(t)) + \phi^T(t) \otimes \sigma(t) \mathbb{E}^{S}[\text{vec} W(t_{k+1})]$$

$$\Omega(t) = F_{u(t_k)}(t)\mathbb{V}^{S}[U(t_k)]F_{u(t_k)}^T(t), \ \ t \in [t_k, t_{k+1}].$$  \hspace{1cm} (48a)

For both the sigma point and Taylor series approaches, the smoothing distribution of $U(t_k)$ needs to be retrieved. The key to finding this posterior distribution is to exploit the Markovianity of the model

$$f(w(t_{k+1}), x, t_k; x', t_{k+1} \mid \mathcal{Y}(t_K))$$

$$= f(w(t_{k+1}) \mid x, t_k; x', t_{k+1} \mid \mathcal{Y}(t_K)) \times f(x, t_k; x', t_{k+1})$$

$$= f(w(t_{k+1}) \mid x, t_k; x', t_{k+1}) \times f(x, t_k; x', t_{k+1} \mid \mathcal{Y}(t_K)),$$  \hspace{1cm} (49)

where the second factor can be retrieved from Algorithm 1 or Algorithm 2 (see [5]). The first factor can be approximated at the filtering step. More specifically, define

$$\Xi^F(t_k) = \begin{bmatrix} \Sigma(t_k) & \mathbb{C}^F_{t_k}[X(t_k), X(t_{k+1})] \\ \mathbb{C}^F_{t_k}[X(t_k), X(t_{k+1})]^T & \Sigma(t_{k+1}) \end{bmatrix}$$

$$\Xi^S(t_k) = \begin{bmatrix} \Omega(t_k) & G(t_k)\Omega(t_{k+1}) \\ \Omega(t_{k+1})G^T(t_k) & \Omega(t_{k+1}) \end{bmatrix}$$

$$\Gamma(t_k) = \begin{bmatrix} \mathbb{C}^F_{t_k}[\text{vec} W(t_{k+1}), X(t_k)] & \mathbb{C}^F_{t_{k+1}}[\text{vec} W(t_{k+1}), X(t_{k+1})] \\ \mathbb{C}^F_{t_{k+1}}[\text{vec} W(t_{k+1}), X(t_{k+1})]^T & (\Xi^F(t_k))^{-1} \end{bmatrix} \begin{bmatrix} \mathbb{E}^F(t_k) \end{bmatrix}^{-1},$$  \hspace{1cm} (50a)

$$\Rightarrow$$

$$\begin{bmatrix} \mathbb{E}^F(t_{k+1}) & \mathbb{C}^F_{t_{k+1}}[\text{vec} W(t_{k+1}), X(t_{k+1})] \\ \mathbb{C}^F_{t_{k+1}}[\text{vec} W(t_{k+1}), X(t_{k+1})]^T & (\Xi^F(t_{k+1}))^{-1} \end{bmatrix} \begin{bmatrix} \mathbb{E}^F(t_k) \\ \mathbb{C}^F_{t_k}[\text{vec} W(t_{k+1}), X(t_k)] \end{bmatrix}.$$  \hspace{1cm} (51a)

Therefore, using the law of iterated expectation (see [19]), the smoothing moments for $\text{vec} W(t_{k+1})$ and its cross-covariance with $X(t_k)$ and $X(t_{k+1})$ are given by

$$\mathbb{E}^S[\text{vec} W(t_{k+1})] = \Gamma(t_k) \begin{bmatrix} \hat{x}(t_k) - \tilde{x}(t_k) \\ \hat{x}(t_{k+1}) - \tilde{x}(t_{k+1}) \end{bmatrix}$$

$$\nabla^S \mathbb{V}^S[\text{vec} W(t_{k+1})] = \Gamma(t_k)(\Xi^S(t_k) - \Xi^F(t_k))\Gamma^T(t_k)$$

$$\mathbb{C}^S \begin{bmatrix} X(t_k) \\ X(t_{k+1}) \end{bmatrix}, \text{vec} W(t_{k+1}) = \Gamma(t_k)\Xi^S(t_k).$$  \hspace{1cm} (52c)

From all of the aforementioned quantities the joint smoothing distribution of $X(t_k), X(t_{k+1})$, and $W(t_{k+1})$ can be obtained. The joint smoothing distribution of $X(t_k)$ and $W(t_{k+1})$ can then be obtained by selecting appropriate sub-matrices.

IV. EXPERIMENTAL RESULTS

In this section the proposed methods are evaluated in two simulation experiments. In the first experiment (Section IV-A), the between measurement reconstruction is evaluated for the sigma-point implementation of the proposed smoother. In the second experiment (Section IV-B), the reconstruction at the measurement instances is evaluated.

A. Simulation: Hyperbolic tangent drift

In this experiment, the following system is considered.

$$dX(t) = \tanh X(t) \, dt + \frac{5}{100} \, dB(t),$$  \hspace{1cm} (53a)

$$Y(t_k) = X(t_k) + V(t_k),$$  \hspace{1cm} (53b)

where $V(t_k) \sim \mathcal{N}(0, 1/10)$. The system is simulated 100 times for 10 time units using an Euler-Maruyama scheme with a step size of $1/100$. The system is then downsampled by a factor 100 which gives the measurement intervals the competing smoothers are operating on. The proposed smoother is implemented with the sigma-point method using 1 (SE1SP), 5 (SE5SP), 10 (SE10SP), and 15 (SE15SP) cosine basis functions, respectively. These are then compared to sigma point (T3SP) and Taylor series (T3TS) implementations of the Type III smoothers (see [12]). All smoothers are implemented with first order exponential integrators and reconstruct the smoothing solution on the dense grid given by the simulation step size. An example of the reconstructions on a dense time grid (step size is $1/100$) is shown in Figure 1.

As can be seen in Figure 3, the competing smoothers are fairly similar on average, with the basis expansion variants having a larger propensity for outliers in performance. Plausible
Figure 1. Reconstruction on a dense grid for the aforementioned smoothers.

Figure 2. The square error of the trajectories for the aforementioned smoothers, averaged over Monte Carlo trials.

Figure 3. Boxplots of the root mean-square errors for the aforementioned smoothers.

Figure 4. The square error of the trajectories for the aforementioned smoothers, averaged over Monte Carlo trials. As can be seen, both sigma point implementations of the basis expansion approach are almost uniformly superior to their competitors.

causes of this may be discerned from Figure 2 where the basis expansion approaches appear to be suffering from edge effects at the measurement points. This suggests improvements can be made to the method by which they reconstruct the trajectories between measurement points.

B. Simulation: Lorenz 63

In this experiment a chaotic system is considered. Namely the Lorenz 63 system, given by

$$dX(t) = \begin{bmatrix} \sigma (X_2(t) - X_1(t)) \\ X_1(t)(\rho - X_3(t)) \\ X_1(t)X_2(t) - \beta X_3(t) \end{bmatrix} dt + \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1/100 & 0 \\ 0 & 0 & 1/100 \end{bmatrix} dB(t),$$

with measurements given by

$$Y(t_k) = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} X(t_k) + V(t_k),$$

where $V(t_k) \sim \mathcal{N}(0, 1/10)$. The system is simulated 100 times for 3.5 time units using an Euler-Maruyama scheme with a step size of 1/1000. The system is then downsampled by a factor 50 which gives the measurement interval the competing smoothers are operating on. Two sigma-point implementations of the proposed smoother are implemented, using 5 (SE5SP) and 10 (SE10SP) basis functions, respectively. Additionally, two Taylor series implementations of the proposed smoother are implemented, again using 5 (SE5TS) and 10 (SE10TS) basis functions, respectively. All the aforementioned smoothers use the cosine basis. This collection of proposed smoothers are compared to sigma point (T3SP) and Taylor series (T3TS) implementations of the Type III smoothers. All the smoothers are use a step-size of 1/1000 for integration and are implemented with first order exponential integrators.

As can be seen in Figures 4 and 5, the series expansion based sigma-point smoothers performs the best, followed by the sigma point implementation of the Type III smoother, and then the Taylor series based smoothers where its hard to discern a performance difference between them. This suggests that the error incurred by the Taylor series approximations dominates any other sources of errors.
We developed sigma-point and Taylor series versions of the methods, were derived based on series expansions of Brownian motion. Financial support by the Academy of Finland and ELEC Doctoral School at Aalto is acknowledged. [20], [21], [19].

Another line of future research is to generalise the effects at the measurement points, inviting further research into the basis expansion approaches, appear to suffer from edge reconstructing the trajectory between measurements, used by any other source of errors. Furthermore, the method for suggests the error incurred by the Taylor expansion dominates performed similarly to other Taylor series approaches. This outperform other state-of-the-art smoothers in reconstructions at the measurement points, while the Taylor series implementation smoothers. The sigma-point implementations were shown to be significant improvement over all the other alternatives for both 5 and 10 basis functions.

V. CONCLUSION

A novel class of non-linear continuous-discrete smoothers were derived based on series expansions of Brownian motion. We developed sigma-point and Taylor series versions of the smoothers. The sigma-point implementations were shown to be outperform other state-of-the-art smoothers in reconstructions at the measurement points, while the Taylor series implementation performed similarly to other Taylor series approaches. This suggests the error incurred by the Taylor expansion dominates any other source of errors. Furthermore, the method for reconstructing the trajectory between measurements, used by the basis expansion approaches, appear to suffer from edge effects at the measurement points, inviting further research into the topic. Another line of future research is to generalise the discrete time iterative smoothers to the current frame work [20], [21], [19].
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