Bayesian Estimation of Time-Varying Processes Spring 2012

Exercise Round 6.

e The deadline for exercise rounds 4-6 (there are 3 exerciseaah round)
is March 31, 2012.

The answers should be sent as email to the teacher (simkagadalto.fi) in PDF
form. When sending the email, please add "S-114.4610" or "111GI46 subject.
The answers can also be returned on paper to the teacher.

Exercise 1. (Optimal | mportance Distribution)

Recall the following state space model from the Execise 3 ofiddu

11
X = Xp—1+ Wg_1
01 (1)

ye = (1 0) x4+ vy
where x, = (x;, ix)T is the state,y, is the measurement, and; -~
N(0, diag(1/10%,1%)) andv; ~ N(0, 10%) are white Gaussian noise processes.
A) Write down the Kalman filter equations for this model.

B) Derive expression for the optimal importance distributionthe model:

m(xk) = p(Xk | Xk-1, Y1:1)- (2)

C) Write pseudo code for the corresponding particle filter atbor (Sequential
Importance Resampling algorithm). Also write down the et for the weight
update.

D) Compare the number of CPU steps (multiplications / additioegded by the
particle filter and Kalman filter. Which implementation woyldu choose for a
real implementation?

Exercise 2. (Kalman Filter Based I mportance Distribution)

Implement bootstrap filter to the model in Exercise 1 of Roundldo implement
a sequential importance resampling filter, where you usebtiee Kalman filters
(EKF, UKF, GHKF or CKF) for forming the importance distribati. Note that
you might want to use a small non-zero covariance as the pfiprevious step
instead of plain zero to get the filters work better.

Exercise 3. (Bearings Only Tracking with SIR)
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Implement bootstrap filter and SIR with CKF importance disttion to the bear-
ing only target tracking model in Exercises 4.3 and 5.3. fletresults and com-
pare RMSE values of different methods.



