Bayesian Estimation of Time-Varying Processes Spring 2012

Exercise Round 2.

e The deadline for exercise rounds 1-3 (there are 3 exerciseach round)
is February 8, 2012.

The answers should be sent as email to the teacher (simkagadalto.fi) in PDF
form. When sending the email, please add "S-114.4610" or "11G146 subject.
The answers can also be returned on paper to the teacher.

Exercise 1. (Linear Bayesian Estimation)
The priors for parameters anda, are independent Gaussian as follows:

ap ~ N(O, 0'2)
ag ~ N(O, 0'2),

where the variance? is known. The measuremenisare modeled as
Yr = Q1 Tk + ag + ey, k=1,....n

wheree,’s are independent Gaussian error terms with nteand variance, that
is, e ~ N(0,1). The valuesr, are fixed and known. The posterior distribution
can be now written as

n

1 1 1
plalyr, .. yn) = Zexp(—§ Z(al Tptaz—yi)?) exp(—Faf) exp(—=—a3)

202
k=1
where Z is the normalization term, which is independent of the patama =
(a1 az)™. The posterior distribution can be seen to be Gaussian amdtgsk is to
derive its mean and covariance.

A) Write the exponent of the posterior distribution in matrixrfoas in Exercise
1 of Round 1 (in terms of, X, a ando?).

B) Because Gaussian distribution is always symmetric, its me&nat the max-
imum of the distribution. Solve the mean by computing thedgmat of the expo-
nent and finding where it vanishes.

C) Find the covariance of the distribution by computing theosecderivative
matrix (Hessian matrixH of the exponent. The covariance is thén= —H™!
(why?).

D) What is the resulting posterior distribution? What is thetrefeship with the
LS-estimate in Exercise 1 of round 17?
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Exercise 2. (Linear Regression with Kalman Filter)

The model in Exercise 1 can be written as a linear state spadelras follows:

ag = Ag—1

yr = Hy ag, + €,

whereH;, = (x, 1), ag ~ N(0,0°I) ande; ~ N(0,1). The state in the model
is noway, = (a; as;)” and the measurements agefor £ = 1,...,n. Assume
that Kalman filter is used for processing the measuremgnts. , y,,. Your task
is to prove that at time step, the mean and covariance af computed by the
Kalman filter are the same as the mean and covariance of therjposlistribution
computed in the previous exercise.

The Kalman filter equations for the above model can be wraken

Sy =H, P, H] +1

K, =P, H] S;'

my, = my_; + Ky, (yx — Hymy_4)

P, =P, — K. S.K}.
A) Write formulas for the posterior mean,,_; and covarianc®;,_; assuming
that they are the same as what would be obtained if the péjtsz;) : i =
1,...,k — 1} were (batch) processed as in the previous exercise. Writdasim
equations for the meat, and covarianc®,. Show that the posterior means can
be expressed in form

my_; = Py X;;F_1 Yi—1
m;, = P, X[ yi,

whereX,_; andy,_; have been constructed Xsandy in the previous exercise,

except that only the paify;, z;) : i = 1,...,k — 1} have been usedX, and
v, have been constructed similarly from pairs up to gtep

B) Rewrite the expression§] X, andX? y; in terms ofX;_1, yx_1, Hy, andy;.
Substitute these into the expressionsigf andP,, obtained in A).

C) Expand the expression of the covaria®®e = P;_; — K;, S, K} by substi-
tuting the expressions fd£, and.S,. Convert it to simpler form by applying the
matrix inversion lemma:

P, - P, H{ (H,P, H] +1)'H,P,_, = (P}, + H{ Hy)".

Show that this expression f@t; is equivalent to the expression in A).
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D) Expand the expression of the mean = m;_; + K (yx — Hym;_,) and
show that the result is equivalent to the expression obdaineA). Hint: The
Kalman gain can also be written &5, = P, H; .

E) Prove by induction argument that the mean and covarianceatad by the
Kalman filter at step: is the same as the posterior mean and covariance obtained
in the previous exercise.

Exercise 3. (Gaussian | dentities)

Recall that the Gaussian probability density is defined as

N(x|m,P) = W exp (—%(x ~—m)" P (x — m))

Derive the following Gaussian identities:
A) Let x andy have the Gaussian densities

p(x) =N(x|m,P),  p(y[x)=N(y[HxR),
then the joint distribution ok andy is

@ ~N ((Hmm) ’ (HPP H pPH%T+ R))

and the marginal distribution of is

y ~N(Hm HPH” + R).
Hint: Use the properties of expectatidgiifHx + r] = H E[x] + E[r] and
Cov[Hx + r] = H Cov[x] HT 4 Cov]r] (if x andr independent).

B) Write down the explicit expression for the joint and margipedbability den-
sities above:

p(x,y) = ply[x)p(x) =?

p(y) = / p(y | %) p(x) dx =?
C) If the random variables andy have the joint Gaussian probability density

(0)=~(G)- (& 5),

then the conditional density af giveny is given as follows:
x|y~N@+CB'(y—-b),A-CB'C")

Hints;
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e Denote inverse covariance & = [D;; Di,; D%, Dy,] and expand the
quadratic form in the Gaussian exponent.

e Compute the derivative with respecttoand set it to zero. Conclude that
due to symmetry the point where the derivative vanishesisrtban.

e Check from a linear algebra book that the inversdaf is given by the
Schur complement:
D =A-CB'C"

and thatD, can be then written as

D12 == _Dll C B_l.

¢ Find the simplified expression for the mean by applying teaidies above.

e Find the second derivative of the negative Gaussian expaviémrespect
to x. Conclude that it must be the inverse conditional covariarice

e Use the Schur complement expression above for computingptiditional
covariance.



