
Bayesian Estimation of Time-Varying Processes Spring 2012

Exercise Round 1.

• The deadline for exercise rounds 1–3 (there are 3 exercises on each round)
is February 8, 2012.

The answers should be sent as email to the teacher (simo.sarkka@aalto.fi) in PDF
form. When sending the email, please add "S-114.4610" or "1144610" to subject.
The answers can also be returned on paper to the teacher.

Exercise 1. (Linear Least Squares Estimation)

Assume that we have obtainedn measurement pairs(yk, xk) from the linear re-
gression model

yk = a1 xk + a2, k = 1, . . . , n. (1)

The purpose is now to derive an estimate to the parametersa1 anda2 such that the
following error is minimized (LS-estimate):

E(a1, a2) =
n

∑

k=1

(yk − a1 xk − a2)
2. (2)

A) Definey = (y1 . . . yn)
T anda = (a1 a2)

T . Show that the set of Equations (1)
can be written in matrix form

y = Xa,

with a suitably defined matrixX.

B) Write the error function in Equation (2) in matrix form in terms ofy, X anda.

C) Compute the gradient of the matrix form error function and solve the LS-
estimate of the parametera by finding the point where the gradient is zero.
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Exercise 2. (ZOH Discretization of State Space Model)

Consider the following differential equation model for a forced linear spring:

d2x(t)

dt2
= −c2 x(t) + w(t), x(0) = x0, x

′(0) = v0,

wherec, x0 andv0 are constants andw(t) is some given force function.

A) Solve the equation as follows:

1. Express the equation in form of first order vector differential equation
dx/dt = Fx+ Lw.

2. Solve the equation by usingG(t) = exp(−F t) as the integrating factor
(note that this is a matrix exponential, not an ordinary one).

B) Assume thatw(t) is piecewise constant between the sampling pointst0 =
0, t1 = ∆t, t2 = 2∆t, . . . and express the solution in recursive form

x(tk) = Ax(tk−1) +Bwk−1,

wherewk−1 is the value ofw(t) on the interval[tk−1, tk].

C) Assume that the piece-wise constant valuewk−1 is a zero mean Gaussian ran-
dom variable with varianceqc/∆t. Further assume that we measure the value
x1(tk) plus Gaussian noise at the sampling instants. Write the modelin form of
linear Gaussian state space model.

D) Note that in this exercise we have approximated the stochastic input w(t) as
a piece-wise constant process, thus this could be called zeroth-order-hold (ZOH)
discretization. However, it is also possible to compute exact discretization for a
system, where we modelw(t) as a continuous-time white noise process. In that
solution the termBwk−1 gets replaced with random variableqk−1 with zero mean
and the following covariance:

Qk−1 =

∫

∆t

0

exp((∆t− s)F)L qc L
T exp((∆t− s)F)T ds.

Compute this covariance for the casec = 0 and compare it to the corresponding
ZOH discretization covariance.
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Exercise 3. (Kalman filtering with EKF/UKF Toolbox)

A) Download and install the EKF/UKF toolbox to some Matlab computer from
the web page:

http://www.lce.hut.fi/research/mm/ekfukf/

Run the following demonstrations:

demos/kf_sine_demo/kf_sine_demo.m
demos/kf_cwpa_demo/kf_cwpa_demo.m

After running them read the contents of these files and try to understand how they
have been implemented. Also read the documentations of functions kf_predict
and kf_update (type e.g. “doc kf_predict” in Matlab).

B) Consider the following state space model:

xk =

(

1 1
0 1

)

xk−1 +wk−1

yk =
(

1 0
)

xk + vk

(3)

where xk = (xk ẋk)
T is the state,yk is the measurement, andwk ∼

N(0, diag(1/102, 12)) andvk ∼ N(0, 102) are white Gaussian noise processes.

Simulate 100 step state sequence from the model and plot the signal xk, signal
derivativeẋk and the simulated measurementsyk. Start from initial state drawn
from zero-mean 2d-Gaussian distribution with identity covariance.

C) Use Kalman filter for computing the state estimatesmk using the following
kind of Matlab-code:

m = [0;0]; % Initial mean
P = eye(2); % Initial covariance
for k = 1:100

[m,P] = kf_predict(m,P,A,Q);
[m,P] = kf_update(m,P,y(k),H,R);
% Store the estimate m of state x_k here

end

D) Plot the state estimatesmk, the true statesxk and measurementsyk. Compute
the RMSE error of using the first components of vectorsmk as the estimates of
first components of statesxk. Also compute the RMSE error that we would have
if we used the measurements as the estimates.


