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Abstract

We show how testing whether a system is diagnos-
able can be reduced to the satisfiability problem and
how satisfiability algorithms yield a very efficient
approach to testing diagnosability.

Diagnosability is the question whether it is always

possible to know whether a given system has ex-
hibited a failure behavior. This is a basic question

that underlies diagnosis, and it is also closely re-
lated to more general questions about the possibil-
ity to know given facts about system behavior.

The work combines the twin plant construct of
Jiang et al., which is the basis of diagnosability
testing of systems with an enumerative represen-
tation, and SAT-based techniques to Al planning
which form a very promising approach to finding
paths in very large transition graphs.

Introduction

The structure of the paper is as follows. In Section 2 we
present the transition system framework and formally define
when a system is diagnosable. Section 3 contains the main
contribution of the work, an encoding of the diagnosabil-
ity problem as a formula in the classical propositional logic.
In Section 4 we show how these formulae can be used to
demonstrate that a system indeed is diagnosable, as opposed
to showing that it is not. Section 5 contains a demonstra-
tion of the scalability of the approach to transition systems
with very large state spaces, and Sections 6 and 7 conclude
the paper by discussing related work and pointing out future
research directions.

2 Preliminaries
We define transition systems following Sampath ef095.

Definition 2.1 (Transition systems) A transition system is a
tupleT = (X, X,, X, X¢, 6, so) where

e X is a set of states,

e Y, is a set obbservable events

Faults in dynamic systems can be diagnosed by observing a ® . is a set ounobservable events
sequence of events taking place in the system and inferring e 3 is a set offailure events
the occurrence of unobservable failure evéBammpattet al.,

1995. A main question arising in this setting is whether it is

¢ C X x(X,UX,UXy) x X isthe transition relation,

always possible to infer that a failure has occurred. A sys- ® so € X is aninitial state.

tem that has this property éiagnosable The diagnosability
question for transition systems with a graph representatiog

can be solved in polynomial tildianget al, 2001.

Many systems exhibit regularities best captured by reprex .

N . ; ! alli € {0
senting them in terms of state variables, which also makes
possible to represent systems with very large state spaces sucq gt 7 —

The transition system is initially in the statg, and an
vent sequencey, ..., e,_; takes the system through a se-
qguencesy, s1, - - . , S, Of states such thds;, e;, s;+1) € § for
,...,n—1}. Note that a state; and an event; do
Hot necessarily determine the successor stateuniquely.

(X, X0, 24,27, 6, s0) be atransition system. We

cinctly without representing each state explicitly. The NUM-gay thatey, . . ., e,_, IS a sequence of events i if there

ber of states of a succinctly represented system may be eX;q states, ..., s, such tha
ponential in the size of its representation, which makes th A

diagnosability problem PSPACE-complé¢®intanen, 200[

The diagnosability problem is similar to other PSPACE-

t(si>€i73i+1) e dforalli e

§0,...,n—1}.

The state sequence nor the unobservable or the failure
events can be observed. In deciding whether a failure has

complete problems like Al planning and LTL model-checking occyrred only the sequence of observable events is available.

in that it reduces to finding paths in a graph.
cient approach to solving Al planning and model-checkingyefine itspr
problems is to reduce them to the satisfiability problem ofsyqs.
the classical propositional logiKautz and Selman, 1996;

Biereet al, 1999. This suggests a similar approach to diag-

nosability testing, which is what we pursue in this work.

An effi-

Leto € (X, U X, UXy)* be a sequence of events. We
ojectionr (o) to observable events recursively as

m(e) = €
m(eo) = m(o)ifeg X,
wlec) = en(o)ifeecX,



Sampath et al.[199F give a definition of diagnosability
which we adapt to our notation.

Definition 2.2 (Diagnosability) A transition systenml’ =
(X, %5, X4, Xy, 0, so) isdiagnosablé there isd such that for
any sequence of events irf” that ends in a failure event and
for all sequences; = oo’ ando, in T such thair(o’)| > d
andw (o) = w(02), o2 includes a failure event.

An evente € ¥, U X, U Xy is described by a set of pairs
(¢, c) which indicate that the event can be associated with
changes: in states that satisfy the condition More for-
mally, an event € ¥, U X, U X; is possible in any state
such thats = ¢ for some(¢, ¢) € d(e). Whene takes place
in s, one of the pairgo, c) € d(e) satisfyings = ¢ is chosen
and the effect of the event is that the literalg inecome true.

Let s be a state anda consistent set of literals. Then define
the successor staté = sucds, ¢) of s with respect ta: by

Hence a system is diagnosable if and only if there are no 1. s'(a) = 1foralla € A suchthat € c,
two infinite event sequences which have the same observable2, s'(a) = 0 for all a € A such that-a € ¢, and

events and one of them contains a failure event and the other,
gy . . 3. §(a)
one not. In other words, every infinite continuation of an

= s(a) for all « € A that do not occur irm.

event sequence with a failure is distinguishable from every A succinct transition system can be mapped to a transition

infinite event sequence without a failure.
The constant! is calledthe delay Not all failures can be

system as follows.

detected immediately after they have taken place, and the d&efinition 2.4 LetT = (A, X, X, ¥y, 6, s0) be a succinct
lay expresses how many further events have to be observdfnsition system. Then define the transition sysi€m=

before being certain that a failure has taken place.

2.1 Succinct System Representation

R(T)byR(T) = (X, %, %4, Xy, ¢, s0) where
1. X is the set of all valuations of and
2. 8 ={(s,e,sucds,c)) € X x (X,UX,UX¢) x X|

The structure of many systems is highly regular and it may be ~ (¢,¢) € é(e), s = ¢}.

more practical to represent states in terms of state variablz2 Simultaneous Events

and the relations corresponding to events in terms of chang

to the values of the state variables. This often makes it possAn important factor of efficient SAT-based plannifigautz

ble to represent very large systems compactly. and Selman, 19_9613 the notion of parallel or partially_or-
The set of states of a system consists of all the valuationdered plans. This means that several independent actions can

of the state variables in a finite st In this paper we restrict Pe taken simultaneously, and it has the advantage that it is un-

to two-valued (Boolean) state variables. Hence a state Necessary to consider all total orderings of: independent

A — {0,1} is a total function from the state variables to the events as their mutual ordering does not matter.

constants 1 (true) and O (false).liferal is a state variable or __ Dependence is defined through the notionntérference

its negation, and the set of all literalslis= AU{-ala € A}. ~ The pairs{¢y, c1) and(¢s, c2) interfereif there isa € A that

The languageC over A consists of all formulae that can be 0ccurs positively/negatively i, and negatively/positively

formed from A and the connectives and . We use the [N ¢2 Or in ¢z, or positively/negatively inc; and nega-

standard definitions of further connectives\ 1» = ~(—¢ v tively/positively ing, .

), p—h =~V andeg < b = (p— ) A (1 — ). Eventsey, .. ., e, can take place simultaneously with €

. f .
The main design decision for succinct transition systems ié(el),v --,0n € 0(en) if 0 @ando dol not interfere for any
how to represent transition relations. It would be possible to,0,0'} € {o1, ..., 0, } such thab # o’.

use arbitrary propositional formulae which is a powerful and _ We will consider diagnosability testing with sequences
general representation, but as our intention is to utilize indef1, - --» En Of (possibly empty) sets; of event occur-
pendence of events for obtaining more efficient diagnosabilitf€Nces such that all members &; are mutually non-
testing, we have decided to use a more restricted representterfering. We define the successor stateof s with re-
tion that makes it possible to define what does it mean thatP€Ct t0 a sefy of non-interfering event occurrences by
two or more events take place simultaneously. s’ = sucqs, Uy mer ©)-

Leto € (2¥-Y*«Y%1)x be a sequence of sets of events. Its

Definition 2.3 (Succinct transition systems)A  succinct projectionn (o) to observable events is defined as follows.
transition systemis a tupled, £,, 3., £¢, 6, so) where w(e) = ¢

m(Eo) (ENX,)n(o)

For a succinct transition system we say thgt. .., E,_1
is a sequence of parallel events if if there are states

A is a finite set of state variables,

Y., is a set ofobservable events

e X, IS a set ofunobservable events S0,-.-,8, such that for alli € {0,...,n — 1} ;41 =

o 3, is a set ofailure events sucds;, ) for someE = {o1,...,0r} such that there are
f o1 € d(e1),...,0r € d(ex) whereE; = {ey,...,ex}

¢ 5:3, U, U — 9£x2" assigns each event a set of a}nd op, ando; do not interfere for any: € {1,...,k} and

J €L, ... k\{h}. . N o
Diagnosability of succinct transition systems with simul-
taneous events is defined analogously to Definition 2.2. The

pairs (¢, c), and

sg is an initial state (a valuation ofl).



length|(Ey, ..., E,)| of sequences of sets of parallel events Propositional variables with a hatrepresent event occur-

is defined as the suln;" , | E;| of the cardinalities of the sets. rences and values of state variables in the second event se-
A small technical difference is caused by the fact that projecgquence that does not contain failure events. The propositional
tion m(F4, ..., E,) for sequences of parallel events alwaysvariablese’ describe the occurrence of observable events si-
results in a sequence of the same lengfloften with empty  multaneously in both event sequences.

event sets.) It can be shown that the definitions are equivalent Next we describ& (¢,¢ + 1) for a givent. When an event

by interpreting a set of parallel events as any total ordering obccurs, the event must be possible in the current state and it

the events. has some effects.
el — ¢! for everyo = (¢, c) € (e)
3 Diagnosability as a Satisfiability Problem eb— N I for everyo = (¢, c) € é(e)

Jiang et al[2001] have shown how the diagnosability testcan The value of a state variable changes only if there is a rea-
be reduced to finding a path in a graph. Their test is based o$pn for the change.

making the definition of diagnosability (Definition 2.2) finite . 1 . .

by constructing a product transition system, sometimes called (@' N —a™)— (eim VeV ez@)

the twin plant in which states are paifs, $) of states of the
original transition system, and events represent unobservab
events in one or both of the components of these state pair

or observable events shared by both components. If in thig, . "the formulae are defined similarly by interchanging
system there is an event sequence ffep sg) to some(s, §) and—a

which includes a failure event in the first component but not in An event can occur in only one way, and two events cannot
the second, and there is a non-empty event sequence back Q simultaneous if they interfere '

(s, §) with no failures in the second component, then a pair o ’
infinite event sequences witnessing non-diagnosability exists.~(ef Ael,) foralle € £, U X, UX; and{o,0'} C d(e)

or all a € A whereo; = (¢1,¢1),...,0r = (¢, cx) are
¥l event occurrences witha € ¢; andey, ..., e, are the
rc"espective events with; € d(e;). For the change from false

This reformulation of Definition 2.2 reduces infinite event se- such thab # o
guences to cycles in a graph. —(eb nelt) forall {e,e'} € ¥,U%, UX;ando € d(e)
This diagnosability test can be formulated as a satisfiabil- ando’ € §(¢’) such thab ando’ interfere

ity problem 'in t_he classical propositione}l logic, similarly to  The above formulae describe one step of an event se-
other path finding problems in Al plannirig€autz and Sel-  qence. We need to represent two event sequences, so we
man, 199@5 We construct a fprmula for which the satisfiable 15,6 5 copy of all of the above formulae in which all propo-
valuations correspond to paifo, - - -, sn), (30, 32)] 0f  gitional variables:* ande!, have been replaced lay andét
state sequences witky = 5, that correspond to pairs regpectively. The second sequence is restricted to events in
[(Eo; - .., En—1), (Eo, ..., En—1)] of event sequences such 53 Us,. This is the key idea in the diagnosability test which
thatr(Eo, ..., En—1) = ©(Fo,..., E,—1) and of which one  makes it possible to identify two sequences of events that
contains a failure event and the other does not, and whichave the same observable events and only the first of which
loop back to(s;, 3;), that is,s,, = s; and§,, = 3, for some  contains a failure event.
i € {0,...,n — 1}. The formula for a given event sequence The formulae that connect the two event sequences require
length is satisfiable if and only if it is not possible to detectthat observable events take place in both sequences whenever
the occurrence of a failure event. they take place.

The encoding of state and event sequences is similar to t t
the encoding of planning in the propositional logi€autz (V°€5(e) (ff) - et foralle € %,
and Selman, 1996 That the projections of both sequences Voes(e) €o) <> ¢ foralle € X
to observable events coincide is guaranteed by forcing each To avoid trivial cycles we require that at every time point
observable event to take place in both sequences simultangt least one event takes place.
ously. Essentially, each observable event is a joint event of

both sequences. \/ ev \/ v/ &
Next we define the formula for diagnosability testing of e€X, e€T,US,0€5(e) e€3y,0€4(e)
a succinct transition systeri = (A, ¥o, ¥y, 3y, 9, s0)- The conjunction of all the above formulae for a giveis

The events at each t_ime p(_)inare described by a fo_rmula denoted byT (¢,¢ + 1). A formula for the initial state is
7T (t,t + 1) parameterized with. The propositional variables

occurring in the formula, with superscriptseferring to dif- Iy = A({c° AO&OMA% A, so(a) =1}
ferent times points, are the following. AN{=a’ A =d°|a € A, so(a) =0}).
e o' andét forall a € A andt € {0,...,n}. We define a formula that finds a pair of infinite executions

. (in the form of a cycle) with the same observable events and
e ¢, foralle € ¥, UX, UXyando € d(e) andt € g3 fajlure in one execution but not in the other.

{0,...,n—1}. T = ToATO0,1)A--AT(n—1,n)A
e ¢t foralle e X,UX,,0€ é(e)andt € {0,...,n—1}. 7o Vees, V es(e) €N
= e f o e o

e ctforalle € ¥, andt € {0,...,n — 1}. V0 (Aaea (@ = a™) A @@ < a™)))

m=0



of parallel events iff” such thatr(c) = #(6) ando con-
tains a failure event and does not. Lets, s1, s2,... and
S0, 81, 82, . . . be the corresponding state sequences.

SinceT has only a finite number of states, there are some
Figure 1: Parametet in the diagnosability test with several m andn such thatm < n ands, = s, ands, = §,,
potential cycle lengths andXy N E; # 0 for somek € {0,...,n — 1}. Now

(Eo, ..., E,_1) contains a failure event ar{a]?o, ce En_l)
does not, and the sequences satisfy the requirements in the

o—»o—»ow right hand side of the equivalence in Lemma 3.1 except for

condition 3, which can be satisfied by deleting théseand
Figure 2: Parameters andn in the diagnosability test £ forwhich E; U £ = 0. .
For the implication from right to left assume that the right
hand side of Lemma 3.1 holds. Now the two sequences

The possible cycles represented®y are illustrated in Fig- ( E,_;) and (E b ) yield the infinite se-
ure 1. The parameter controls the number of states in the ; &+ 2" B, - E nl . ande —
%g 0 = L0y Pn-1,Lms -5 Ln—1,- .- =

n nd the | m | one of the pr i A .
sequence, and the last state must equal one of the preced 0 B B, By ... with w(0) = 7(5) so that

states so that a cycle is formed. tai tailure event anddoes not. Hencd' is not di
The diagnosability question can also be formalized with & contains a failure even S not. Hence 1S -

m=3n=9

fixed starting pointn for the cycle (Figure 2.) agnosable. O
oL, = LoATO,)A---AT(n—1,n)A Search for the proof of non-diagnosability with formulae
;:01 Vees, Voes(e) eLn @I leads to a one-dimensional search problem for the value
Naca ((@™ < a™) A (@™ « a™)) of n, and with®”  the problem is two-dimensional. The

standard solution method in the one-dimensional case is to
We show that the formula@] perform the diagnosability test the satisfiability ob?’, then®" and so on, until a satisfi-
test correctly. Proofs fob;, ,, are analogous. able formula is found. There are also parallelized algorithms
that may find a satisfiable formula much faster than this se-
Lemma3.lletT = (A, %,,%,, %4, 5) be a succinct quential methodRintaneret al,, 2006.
transition system anch a positive integer. The formula
@I is satisfiable if and only if there are sequences= 4 Showing Diagnosability

(Eo, ..., En—1)andé = (Ey,..., ky,—1) of parallel events  For a system that is actually diagnosable, the formulae in the
in 7" such that previous section are not very practical for showing diagnos-
1. (EgU---UE, 1)NX; #0, ability because there is no simple way to guarantee that the
. . parametern is high enough so that all reachable states with
2. (BgU---UE,1)NZy =0, a failure event have been covered. The most obvious upper
3. B;UE; £ 0foralli e {0,...,n—1}, bound forn is the cardinality of the set of all states, which is
4 . d often impractically high: fory state variables one would be
. (o) = m(5), an forced to consider. = 227, Solutions to this problem have
5. there are executionsy, ..., s, of o andsy, ..., 3, of6  been proposefSheeraret al, 2004 but they work for spe-
in T such thatsy = 39 ands,,, = s, and$,, = 3, for  cific types of transition systems only or they step outside the
somem € {0,...,n — 1}. SAT frameworkMcMillan, 2003.

However, in many cases it is not necessary to include a
complete reachability test. It may be sufficient to use a for-
mula p which gives arupper boundo the set of state pairs
(s,8) in the twin plant that could be reached by event se-

Proof: Sketch: Proof of the equivalence from left to right
is a demonstration that a valuation that satisfi€scan be
mapped tar, & and executionsy, . . ., s, andsy, .. ., §, that
satisfy the required properties. . ~ -

Pr(];yof fromqright toplef?is by constructing a valuation of all quences ~ (Eo, e 29 anqo = (Eo,.. ., Ey) such that
propositional variables i based orr, & and the execu- 7(0) = 7(6) and(EoU--- U Ex) Ny = (. o
tions s, . . . , s, andéo, . .. , é», and then showing that each It may be possible to show that fpr no state pair satlsfymg
conjunct of®?'is satisfied by that valuation. O p there is an event sequence starting with a failure event in

the first component and another event sequence without fail-
ure events starting in the second component if both sequences
must have the same observable events. This can be tested by
using the following formula with increasing valuesraf

Top _ .. —
Proof: Sketch: We show th& is not diagnosable iff for some U =p ANTO) A AT(n=1,m) AV

n the right hand side of the equivalence in Lemma 3.1 holds. The formula is satisfiable iff after a failure in the first com-
Assume thaf" is not diagnosable. Hence there are infinite ponent of the twin plant (but not in the second) an event se-
sequences = (Ey, Eq, Fs,...) andé = (Fy, B, Es, . ..) quence of lengtn with the same observable events in both

Theorem 3.2 For a succinct transition systeffi, 7 is sat-
isfiable for some, > 1 if and only if 7" is not diagnosable.

60
e€¥f,0€d(e) “o0



components can take place. Hence, if the formula is unsatis-  C n | val vars  clause§  runtime
fiable,_the t_)ehavior a_fter a failure necessar_ily Qiffers from the 40 3 F 31683 427136/ 0.010%
behavu?r without a failure, aqd the system is diagnosable. 40 4 T 41764 568154/ 0.35°%
The incompleteness of this test is caused by the approx- e
imate nature ofp: if p represents too many unreachable 60 3| F 47523 640736 0.01.,
states of the twin plant, then it may appear that distinguish- 60 4| T 62644 852274 1.94.3!
ing between behavior with and without failure is not possible. 30 3 F 63363 854336 0.0107
Hence the unsatisfiability of the formula is a sufficient but not 175
a necessary condition for diagnosability. 80 4| T 83524 1136394 1.93 2.08
A complete positive and negative test for diagnosabilityis 100 3| F 79203 1067936 0.01
now obtained by testing the satisfiability @f. for increas- 100 4| T 104404 1420514 3.483%
ing n interleaved with testing the satisfiability (ﬂf:}p for 120 3 [= 095043 1281536 0.03 8-83
increasing:’ and increasingly strong upper approximatipns 5.26
of the reachable state pairs in the twin plant. 120 4] T 125284 1704634 5.55 o83
There are alternative ways how the formulador ap- 140 3| F 110883 1495136 0.03;
proximating reachability in the twin plant could be derived. 140 4| T 146164 1988754 7.78732
Qne approach i$ by polynomial time algorithms for comput- 7507 3 F 126723 1708736 0.03°0
ing setsV of 2-literal clauses that are true in all reachable 990
states[Rintanen, 1998 If a state in the twin plant does 160 4| T 167044 2272874 10.81;,
not satisfyp = A V it is unreachable from the initial state. 180 3| F 142563 1922336 0.06 s
Other approaches to deriving tighter upper boupd=ould 180 4| T 187924 2556994 13.452%2%2
be based on techniques for knowledge compilat®alman .01
and Kautz, 1996and OBDDYBryant, 1992 or DNNF [Dar- 200 3| F 158403 213593 0.01,
wiche, 2001 200 4| T 208804 2841114 20.485;
5 Experiments Table 1: Runtimes for diagnosability testing. The number of

The algorithm of Jiang et a[2001] is impractical because it components i€ and the path length is.

relies on the explicit enumeration of all pairs of states. For a

transition system with: states, the twin plant consists@f  mula and computed 95 per cent confidence intervals for the
states. Starting from = 10000 the size of the twin plantis mean by using a standard boot-strapping method. These are
too high for practically running their algorithm. shown in the last column of Table 1 next to the runtime.

We demonstrate the much better scalability of our approach uUnsurprisingly, there appears to be an exponential growth
(Section 3) by using a system that consistsofdentical in-  in the runtimes, but for our system non-diagnosability can be
terconnected components. Each componentisates. The detected rather easily for systems with 160 or 200 compo-
number of states of the whole system wihcomponents nents and an astronomic number of states. The propositional
is therefore6“. There are some dependencies between theyrmulae are big, with one or two hundred thousand proposi-
states of neighboring components which means that not ailonal variables and one or two million clauses, but efficient
6¢ state combinations are actually possible. The twin planSAT solvers can utilize the regularity of the transition sys-
in the diagnosability test has a quadratic numi3érof states,  tems to find the cyclic path in the twin plant efficiently. For
which becomes infeasible for explicit state enumeration startsystems in which the components are more complicated or
ing from aboutC" = 8 components. in which the cycles witnessing non-diagnosability are longer,

Each component ha events of whicht are observable. the approach probably does not scale quite as far.

We tested the diagnosability of a faulty event in one com-

ponent. To obtain bigger and bigger problems we increase

the number of components. The parametefor proving % Related Work

non-diagnosability was 4 irrespective ©f meaning that the Another approach to finding paths in graphs compactly rep-
shortest path with a cycle has length 4. resented in terms of state variables is based on ordered bi-

Statistics on formulae representing the diagnosability probnary decision diagrams (OBDD$§Bryant, 1992. OBDDs
lem are given in Table 1. The formulae for= 3 are unsat- were very popular in computer-aided verification, especially
isfiable and forn = 4 they are satisfiable. After the first model-checkindBurch et al., 1994, until the introduction
two columns forC' andn we give the value of the formula of SAT based techniqud8iere et al,, 1999 following their
(whether it is satisfiable or not), the number of propositionalsuccess in Al planninfKautz and Selman, 1996The main
variables and clauses in the formula, and finally the time idisadvantage of OBDDs is their fast growth when the number
took a SAT solver to test satisfiability. of state variables increases. Their main advantages are gen-

The experiments were run with a 1.73 GHz Pentium 4 comeerality and flexibility. For instance, it is easy to detect that an
puter and the Siege SAT solver (version[®yan, 2003.  OBDD represents all reachable states, which is more difficult
Since Siege is a randomizing SAT solver and the runtimegor SAT as discussed in Section 4.
vary across different runs, we ran it 10 times with each for- Cimatti et al.[2003 have expressed a narrow diagnosabil-



ity test, with only delays! = 1, as a model-checking prob-

editor, Proceedings of the 18th International Joint Con-

lem in a temporal logic, and used a general-purpose model- ference on Atrtificial Intelligencgpages 363—-369. Morgan

checker NuSMV for testing diagnosability.

Kaufmann Publishers, 2003.

[Darwiche, 200]. Adnan Darwiche. Decomposable negation

7 Conclusions

normal form.Journal of the ACM48(4):1-42, 2001.

We have presented a SAT based approach to diagnosabilifyianget al, 200] Shengbing Jiang, Zhongdong Huang, Vi-

testing, and demonstrated its scalability to systems with bil-
lions of states. Earlier works, most notably by Jiang et al.

gyan Chandra, and Ratnesh Kumar. A polynomial algo-
rithm for diagnosability of discrete-event systemE&EE

[2001], have relied on explicit enumeration of the states and Transactions on Automatic Contre!6:1318-1321, 2001.

are feasible only for systems with a mL_Jch small_e_r number O[Kautz and Selman, 1996Henry Kautz and Bart Selman.
states. The success of.SAT for the dlagnosablllty_ problems Pushing the envelope: planning, propositional logic, and
parallels its successes in areas like model-checking and Al giochastic search. IRroceedings of the 13th National
planning, and has been made possible by the fast progress in conference on Artificial Intelligence and the 8th Inno-
the development of ef_f|_0|ent algorlthms for the satisfiability ,atjve Applications of Artificial Intelligence Conference
pr%bﬁzaiag]sespg?ﬁﬁzltggﬁl:Ifglf(.)ach in comparison to for, Po9c> 1194-1201. AAAT Press, August 1996.
example OBDD based techniFé]Fl)Jes is that thepdiagnosabilitWCM'"an' 2009 Kenneth L. McMillan. Interpolation and
test is better suited to detecting non-diagnosability than diag- SAT-Pased model checking. In Warren A. Hunt Jr. and
Fabio Somenzi, editorfroceedings of the 15th Interna-

nosability. However, the same weakness is present in other | > PO
related SAT based techniques, including Al planning and tonal Conference on Computer Aided Verification (CAV
g g P d 2003) number 2725 in Lecture Notes in Computer Sci-

bounded model-checking, in which the presence of (short)
paths in transition graphs can be often easily detected, but the €1C€: Pages 1-13, 2003.
absence of paths having a given property, without length refRintaneret al, 2006 Jussi Rintanen, Keijo Heljanko, and

strictions, is often much more difficult to detect. We intend

to further investigate approximate reachability techniques for

proving diagnosability.
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