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ABSTRACT 
One barrier to deeper adoption of user-research methods is the 
amount of labor required to create high-quality representations of 
collected data. Trained user researchers need to analyze datasets 
and produce informative summaries pertaining to the original data. 
While Large Language Models (LLMs) could assist in generating 
summaries, they are known to hallucinate and produce biased re-
sponses. In this paper, we study human–AI workfows that difer-
ently delegate subtasks in user research between human experts 
and LLMs. Studying persona generation as our case, we found that 
LLMs are not good at capturing key characteristics of user data on 
their own. Better results are achieved when we leverage human 
skill in grouping user data by their key characteristics and exploit 
LLMs for summarizing pre-grouped data into personas. Personas 
generated via this collaborative approach can be more representa-
tive and empathy-evoking than ones generated by human experts 
or LLMs alone. We also found that LLMs could mimic generated 
personas and enable interaction with personas, thereby helping 
user researchers empathize with them. We conclude that LLMs, 
by facilitating the analysis of user data, may promote widespread 
application of qualitative methods in user research. 
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1 INTRODUCTION 
User research is at the core of user-centered design [24, 38, 72]. 
The rich insight it produces about people can help in setting priori-
ties, solving problems, and exposing new opportunities in design 
[4]. One of the most popular methods for summarizing user re-
search is personas [11]. Personas are representations of archetypal 
or “median” user groups created from user data (e.g., interview, ob-
servation, survey, or log data). Apart from simply summarizing user 
data, personas should personify user data to encourage perspective-
taking and evoke empathy toward user groups [11, 49, 71]. 

However, generating representative and empathy-evoking per-
sonas is labor-intensive. Trained user researchers must collect data, 
perform analysis, and narrate archetypal user behaviors that are 
important for their projects. Because of the high cost, corners are 
often cut. For an illustrative case, Pruitt and Grudin [62] reported 
issues encountered at Microsoft in the use of personas: The char-
acters portrayed in personas were not believable, rather designed 
by committee, and “lacked a connection to user data”. Also, the 
personas were poorly communicated, with long lists of character-
istics that showed little efort to distill the main points. Among 
the undesired consequences are that the results can misdirect the 
design process and prove unconvincing to stakeholders [18]. We 
argue that these all are symptoms of an underlying cause: The high 
cost of producing high-quality representations. 

To tackle this, we study human–AI workfows where Large Lan-
guage Models (LLMs) are used for diferent subtasks of working 
with user data (Figure 1). LLMs could decrease human experts’ 
eforts in summarizing collected data and identifying overlooked 
patterns. LLMs, such as GPT-4 [56], can extract keywords [41], 
cluster text by their semantic similarity [53], and summarize ex-
tensive text input [84, 86]. Yet LLMs also have technical limita-
tions that could taint the quality of analysis. The models exhibit 
biases [15, 16, 31, 36, 40] and often synthesize non-factual infor-
mation on account of training datasets’ implicit biases and lack of 
domain knowledge [5, 50, 52]. Emerging evidence suggests that 
they fare poorly at reproducing the statistical distribution of input 
data [64]. Moreover, even if LLMs could analyze user data correctly, 
fully automating the process could impede human experts’ under-
standing of the underlying data and its connection to personas. 
Therefore, we proceed on the assumption that human experts must 
have a role, but the question is which role. By studying human–AI 
workfows, we probed how LLMs’ strengths can be best exploited 
to beneft human experts. 
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Figure 1: This paper studies human–AI workfows for supporting user research with LLMs. We study diferent subtask 
delegations between human experts and LLMs in persona generation. We show that the best outcomes are achieved with 
LLM-summarizing that leverages 1) human experts’ ability to identify important user groups with clustering methods and 2) 
LLMs’ ability to summarize text. 

Our main research question is “which persona-generation sub-
tasks should be delegated to user researchers vs. LLMs to pro-
duce representative and empathy-evoking personas?” Building on 
Cooper et al.’s process [11], we identifed three subtasks that could 
be shared between user researchers and LLMs. Accordingly, we 
designed three workfows by varying the reliance on LLMs as 
shown in Figure 3. One workfow relies comprehensively on LLMs, 
from identifying users’ characteristics to generating personas (LLM-
auto). The second relies on human experts to identify character-
istics (attitude, motivation, etc.) from user data, after which LLMs 
group the data by those characteristics and generate personas (LLM-
grouping). The last workfow relies the most on human experts. 
Here, the experts identify users’ characteristics and create a cer-
tain number of user groups supported by clustering methods [53]. 
LLMs’ only task is to summarize the grouped data into personas 
(LLM-summarizing). To implement these workfows, we built on 
prompt engineering literature [12, 75, 79] and designed prompts 
that provide well-contextualized instructions to LLMs. 

With our workfows, we also explored the exciting possibility of 
interacting with personas via LLMs (see Figure 2). Shanahan et al. 
[74] contend that LLM-based dialogue agents excel at answering 
users’ questions by acting as helpful assistants. Likewise, we expect 
LLMs to act as generated personas and enable “role-play” [8, 60]. 
Conversing with personas would convey understanding more ef-
fectively than simply reading descriptions of them. We expect this 
interactivity to beneft user researchers working with their data, 
ofestting some negative efects of delegating subtasks to LLM. 

We evaluated the workfows’ outputs (personas) in a series of 
four studies focused on statistical representativeness (Study 1), per-
ceived quality (Study 2), preferred quality (Study 3), and interaction 
with the personas (Study 4). More precisely, in Study 1, we com-
pared the personas by statistically measuring their similarity to 
the input user data. Study 2 involved assessing personas’ various 
qualities with designers by taking designer-generated personas as a 
baseline. In Study 3, we refned the prompt of the best-performing 
workfow to narrate personas in accordance with designers’ pref-
erences observed in Study 2. Lastly, in Study 4, we conducted a 
formative study to explore how LLMs could converse with design-
ers and assist their use of personas. Throughout the research, we 
used GPT-4 1 and user data in the form of survey responses. 

Our results demonstrate what both LLMs and human experts 
bring to the generation of high-quality personas. Though LLMs can 
generate personas with reasonable qualities ‘out of the box’, we 
found that the most statistically representative personas emerge 
when human experts have grouped user data for LLMs (LLM-
summarizing). We found that this workfow can be augmented 
further by instructing human-preferred narration styles to LLMs 
(LLM-summarizing++). That resulted in the most empathy-evoking 
personas. To sum up, our work contributes to understanding op-
timal ways to divide the subtasks of data-intensive efort in user 
research between human experts and LLMs. In particular, we found 
that LLMs’ utilities can be enhanced signifcantly by involving hu-
man experts in the loop at the correct persona-generation subtasks. 
With our fndings, we make three contributions: 

1Specifcally, gpt-4-0314: https://platform.openai.com/docs/models/overview 
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Figure 2: A depiction of the concepts of non-interactive personas (left) and interactive personas (right). The conventional 
approach to using personas has been to read them for understanding and empathizing with users. We fnd LLMs promising for 
enabling simulated interaction with personas, which could prove more efective for understanding users. 

(1) We designed human–AI workfows wherein human experts 
and LLMs (GPT-4) can together create personas from quali-
tative user data. We ofer guidelines for workfow implemen-
tations that support using these in practice. 

(2) We found that the best workfow can aid user researchers 
without compromising outcome quality. The personas gen-
erated under the collaborative approach are at least as repre-
sentative and empathy-evoking as those produced by human 
experts alone. 

(3) We present evidence that human experts’ preferences are 
crucial in augmenting LLMs’ utility, which instruct LLMs to 
narrate personas to be more empathy-evoking. 

2 RELATED WORK 
Often, the conventional generation of personas is not cost-efcient 
[61]. User researchers typically depend on qualitative user data col-
lected through interviews or direct observations. Since it demands 
signifcant time and efort, their analysis of the data often limits 
feasible dataset sizes or precludes more rigorous analyses [19, 77]. 
This qualitative approach has been criticized for resulting in per-
sonas that lack connection to the original data and larger popula-
tion [51, 66]. Relying solely on human experts’ interpretations has 
been questioned for objectivity reasons too [47]. With this paper, we 
aim to address such limitations by studying human–AI workfows 
that extend from analyzing user data to generating personas. 

2.1 Data-driven persona generation 
To address the shortcomings of qualitative persona generation, 
scholars have considered quantitative data-driven persona gener-
ation (DDPG) [51, 66, 70, 87], which Salminen et al. [67] defne as 
“the use of algorithmic methods to create accurate, representative, 
and refreshable personas from numerical data”. The goal behind 
DDPG is to enable efcient and accurate analysis of quantifable 
user data. Zhang et al. [85] ofer an example from studying two 
years of online customer behaviors. After collecting customers’ 
click sequences in a user interface, they converted them into vec-
tors and grouped them by means of a clustering algorithm. This 
resulted in six groups of users sharing similar interaction behaviors, 
which served as a foundation for creating distinctive personas. 

Despite the advantages of DDPG, purely relying on quantitative 
data cannot furnish all of the contents for personas [68]. In the 

end, it is the qualitative data that holds the key to a deep under-
standing of users that can construct the attitude and motivations 
of personas [11, 61]. Recent advances in NLP technology attest 
to the potential of pairing qualitative data with DDPG [37]. For 
instance, Tan et al. [77] thereby generated personas based on more 
than 200,000 online comments about products. Having extracted 
keywords from each comment by means of NLP classifers, they 
turned the keywords into word vectors and grouped them via a 
clustering algorithm. Still, the grouped data’s interpretation and 
summarization as personas was done manually by user researchers 
alone: the connection between original user data and personas 
could still be tainted. 

LLMs open a new horizon for DDPG. In collaborative activities, 
they could support the analysis of qualitative user data beyond 
keywords. Their competence in summarizing text could assist user 
researchers in creating contents for personas, with the resulting 
personas being better anchored in user data. 

2.2 Natural language processing and large 
language models 

NLP ofers tools to analyze large quantities of text automatically. 
Functionality that extracts information has assisted sociologists [45], 
and it can likewise serve user research – by, for example, extracting 
key aspects of user stories [63] or coding qualitative interviews [46]. 
Besides extracting individual pieces of information, NLP methods 
aford summarizing entire texts in an abstractive way [2]. These 
techniques can speed up the process of otherwise manual analysis 
for the researcher or designer, thus opening the door to analyzing 
text in quantities that human reading alone cannot handle. 

Recently, LLMs have revolutionized the feld of NLP and made 
new applications possible [6]. Training on vast quantities of text and 
incorporating human feedback let state-of-the-art LLMs reach new 
heights of performance in many NLP tasks [55], among them text 
summarization [28], supporting people’s creative activities [22, 35] 
and even following natural language instructions [57]. Many of 
LLMs’ capabilities hold potential to inform persona generation. 
Creating personas based on interviews requires the designer to 
extract, group, summarize, and consolidate information from a set 
of texts. While LLMs could aid with one or more of these activities, 
studies have highlighted LLMs’ tendency to hallucinate and exhibit 
intrinsic biases [5, 15, 16, 36, 40, 50, 52], both of which could infu-
ence representativeness of personas if LLMs on their own process 
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Figure 3: A conceptual diagram of our persona-generation workfows. 

user data into personas. Hence, how best we can utilize LLMs for 
generating personas has remained unclear. 

2.3 Human–AI workfows 
The increasing competence of AI calls for rethinking which tasks 
should be done by machines and which by humans. This question 
has increased interest in human–AI workfows, especially how to as-
sign subtasks between human experts and AI [20, 25, 26, 29, 43, 54]. 
In a well-known case, Kanarik et al. [34] designed cost-efcient 
workfows where experienced human engineers and AI build on 
each other’s strengths in designing semiconductors. In a virtual lab, 
the authors tested how to fnd the optimal settings with fewer trials. 
They found that AI’s advantages could not compensate for human 
experts’ experiences/intuitions with its lower costs and fewer trials. 
Moreover, AI failed badly when working alone: it produced less 
optimal settings than the human experts in more than 95% of trials, 
costing more to fnd the optimal settings. Accordingly, the authors 
developed ‘human frst–compute last’ workfows, wherein human 
experts set the initial parameters while AI performed the function of 
fne-tuning the parameters. This workfow dramatically increased 
the chances of fnding the optimal settings (e.g., from 11% to 42% 
with the best-performing AI). Likewise, Ahn et al. [1] designed a 
workfow for humans and AI building on each other’s diagnosis 
in visual classifcation tasks. Humans were better at detecting an 
association between visuals and concepts, while AI demonstrated 
better recall of existing ones. The authors’ collaborative workfow 
could result in more accurate classifcation by correctly identify-
ing misclassifed instances. We envision user research benefting 
similarly from human–AI workfow. Pursuing advantages in the 
context of persona generation, we investigated which subtasks 
should be performed by user researchers vs. LLMs such that more 
representative and empathy-evoking personas emerge. 

3 HUMAN—AI WORKFLOWS FOR PERSONA 
GENERATION 

Looking into the process of generating personas defned by Cooper 
et al. [11], we pinpointed three essential subtasks that could be dele-
gated to LLMs. Accordingly, we designed three persona-generation 

workfows by varying the reliance between user researchers and 
LLMs (Figure 3). Considering LLMs’ strength in extracting key-
words [41], estimating semantic similarity [53], and summarizing 
input text [84, 86], we expect them to be able to (i) identify users’ 
key characteristics, (ii) group user data, and (iii) generate personas 
from input user data. Below, we describe these workfows’ funda-
mental distinctions. The procedure and technical aspects of each 
workfow are described in Appendix A. 

(1) LLM-auto: Our frst workfow relies on LLMs to perform 
all three tasks. In a single prompt, user researchers input all 
user data (e.g., a collection of user responses to interview or 
survey questions) and instruct LLMs to generate a minimum 
number of personas. This workfow does not require user 
researchers to state their interests in their target users; hence, 
LLMs could identify archetypal characteristics in user data 
unconstrained by human judgments. 

(2) LLM-grouping: The second workfow depends on user re-
searchers to identify key characteristics. Researchers instruct 
LLMs to group user data by the researcher-chosen character-
istics and to generate one persona from each group. Often, 
user researchers rely on their “gut feeling” when encoun-
tering user data with vague distinctions [11]. LLMs could, 
instead, supply data-driven grouping by calculating the se-
mantic similarity between user data and the description of 
characteristics. 

(3) LLM-summarizing: Our last workfow relies mostly on 
user researchers, with LLMs active later on to summarize 
user data into personas. Researchers group user data by 
the key characteristics that they identify, supported by text-
embedding models and clustering algorithms. Then, by in-
putting one group of user data per prompt, they prompt 
LLMs to generate one persona at a time. This workfow 
could generate personas aligned closely with the foci of user 
researchers’ interest in their target users. 

We presume that, generally, greater reliance on user researchers 
might well yield personas that match their interests more closely 
but require more efort. This efortful nature of working with user 
data might cause unassisted humans to create less representative 
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LLM-auto LLM-grouping LLM-summarizing 
I want to have children someday because I believe 
that raising a family will bring additional joy and 
fulfllment to my life. ... 

I want to have children someday, but not now 
because I am currently focused on growing in my 
career and enjoying the present moment. ... 

I want to have children someday because it seems 
like an incredible experience to bring new life into 
this world and share in the growth process. ... 

I want to have children because I am attracted to 
the new level of joy and fulfllment that raising a 
family might bring to my life. ... 

I do not want to have children ever because I value 
my career and the pursuit of new discoveries. ... 

I dren because I believe it will want to have chil
bring a new level of joy, fllment, purpose ful and 
to my ...life. 

I dren My reer do not want to have chil ever. ca
and the pursuit of new discoveries are what gives 
me the most fulfllment in life. ... 

I do not want to have children ever because it does 
not align with my personal goals and priorities. ... 

I dren Ido not want to have chil ever, because 
prioritize my career, personal terests, la-in and re
tionships with my loved ...ones. 

Table 1: Example sets of personas and partial narrations generated through our workfows. While they all generated three 
groups of personas from the same survey data (people’s opinions on having children), they display nuanced diferences in their 
creation of user groups. For instance, while LLM-auto and LLM-summarizing grouped users by their distinctive opinions (‘I 
want to have children someday’, ‘I want to have children’, and ‘I do not want to have children’), LLM-grouping grouped them 
by the motivations behind those opinions, pinpointing three distinct reasons for not wanting to have children (blue highlights). 
Likewise, LLLM-auto and LLM-summarizing identifed diferent reasons behind the same user groups (yellow highlights). 

personas [48, 76]. In contrast, greater reliance on LLMs could reduce 
researchers’ efort and potentially yield more statistically accurate 
analysis of user data [23, 78]. That said, the personas might be lower-
quality, failing to highlight users’ perspectives or key behaviors – 
LLMs might not capture such nuance. Table 1 illustrates diferences 
revealed among the workfows. 

To implement the workfows, we designed a prompt to dele-
gate the subtasks to LLMs. Prior work attests that prompts’ de-
sign signifcantly infuences LLMs’ output quality [12, 14, 75]. In 
addition, we observed that the most basic prompts fail to gen-
erate high-quality personas (see our exploration in Appendix B). 
Therefore, we adopted guidelines from prompt-engineering litera-
ture [12, 14, 75, 79] and iteratively experimented with GPT-4. This 
led to designing a prompt that is amendable to sharing across the 
workfows with only slight adjustments, making LLMs generate per-
sonas with reasonable qualities despite the workfows’ diferences. 
Our fnal prompt and resulting personas are shown in Appendix B 
and Appendix F, respectively. 

4 STUDY 1: EVALUATION ON STATISTICAL 
REPRESENTATIVENESS 

We assessed the representativeness of the personas each workfow 
creates (Figure 4). Measuring How well a persona represents a user 
group requires assessing statistics [64] and perceived quality [70] 
both. We can statistically measure the similarity between a persona 
and user data by computing their closeness for specifc attributes 
(e.g., age and gender distribution) and text semantics (i.e., the simi-
larity in meaning between two sentences or paragraphs). Whereas 
greater similarity can confrm that a persona captures more in-
formation from user data, it cannot reveal whether that persona 
highlights key characteristics or merely aggregates all user data 
(after all, the semantic-similarity score is highest when two sen-
tences are identical). Therefore, an assessment by human experts is 
also needed to confrm that the personas indeed represent users’ 
essential characteristics. We present our evaluation of personas’ sta-
tistical representativeness below (Study 1). The next section reports 
on perceived representativeness with designers (Study 2). 

While our workfows are, in principle, independent of any spe-
cifc LLM, we used GPT-4 for all experiments in light of its superior 
performance at the time of writing. Multiple skill-based evaluations, 
such as comprehension and completeness metrics [82], attest to its 
efectiveness in our tasks. 

4.1 Preparing user data for persona generation 
We prepared 20 survey-response sets as input user data. To closely 
resemble the user data that designers collect, we created survey 
questions by adapting interview and questionnaire items found in 
persona-generation literature [30, 69, 77]. We included three types 
of questions, eliciting information on users’ demographics, back-
grounds, and design-related comments, all of which can contribute 
to the contents of personas [11]. 

Instead of collecting real user responses, we created synthetic re-
sponses, using GPT-3.5-turbo. This approach confers an advantage 
in establishing ground-truth user groups with specifc demographic 
and attribute distributions, thereby enabling rigorous analysis of the 
user groups represented by personas. Also, recent studies attest to 
the competence of GPT models in reproducing subtleties of real user 
responses and creating human-like interview responses [16, 27, 73]. 
We chose a prominent design subject around which distinct user 
groups might cohere: designing civic services to address declining 
birth rates. For analysis, we formed four ground-truth user groups: 
“I want to have children”, “I want to have children, but not now”, “I 
do not want to have children”, and “I do not want to have children 
ever”. To simulate the responses of 20 users, we manually entered 
the age, gender, marital status, and child-plan details by following 
our ground-truth distribution. Then, we prompted GPT-3.5-turbo 
to generate responses to the rest of the survey questions on the 
basis of the pre-entered information. Appendix D presents all the 
questions and an example response. 

4.2 Generating personas for analysis 
We followed each persona-generation workfow 100 times and cre-
ated a set of personas for each workfow (Figure 4, left). Whereas 
LLM-auto is designed to rely on LLMs to identify key characteris-
tics in user data, LLM-grouping and LLM-summarizing require 
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1. Generating personas 2. Assessing statistical representativeness
a. Attribute-distribution similarity

All personas 20 survey
responses

Age Gender Marital status Child plans

b. Semantic similarity

1. Group personas and 
survey responses by 
ground-truth user groups.

2. Compute semantic 
similarity scores 
within each group.

3. Compute a grand 
semantic similarity 
score for the workflow.

0 ~ 1 0 ~ 1

0 ~ 1 0 ~ 1
0 ~ 1

 x 100
20 survey
responses

Input Workflow

“ ”Key
characteristics

personas

G

personas

S

personas

A
Output 

LLM-auto

LLM-summarizing

LLM-grouping

Figure 4: The structure of Study 1. We compared statistical similarity between input user data (20 survey responses) and 
personas generated by each workfow. From 100 runs with each workfow, we created 100 personas at minimum for it (left); 
then, we compared the attribute distribution (right, pane a) and semantic similarity between the personas and user data (right, 
pane b). 

human experts to set the key characteristics for grouping user data. 
For this, we specifed the characteristics as respondents’ reasons for 
wanting or not wanting children to compare the personas with the 
ground-truth user groups. Accordingly, we set the persona contents 
to be name, age, gender, occupation, marital status, background, per-
sonality, plans for children, and motivation for using civic services. 
Despite working with the same settings, both workfows gener-
ate diferent personas in each trial as LLMs inherently introduce 
variances in their responses. 

LLM-auto and LLM-grouping generated 2–3 personas at a time. 
Often, they yielded incomplete personas because of truncation of 
a few sentences on account of GPT-4’s token limitation 2. In such 
cases, we removed both complete and incomplete personas gener-
ated in the afected run, to avoid overrepresenting one of the user 
groups. Since LLM-summarizing outputs personas one at a time, 
it did not sufer from such token-related limitations. In the fnal 
material, LLM-auto created 268 personas, and LLM-grouping cre-
ated 246. LLM-summarizing created three user groups; hence, 300 
personas were created. We present example personas in Appendix F. 

4.3 Assessing statistical similarity 
We conducted two comparisons between persona sets and survey 
responses: attribute distribution and semantic similarity. We com-
pared the age, gender, marital-status, and child-plan distributions, 
which can reveal how well LLMs reproduce statistical distribution 
in user data [64]. We used four common semantic-similarity metrics 
in Natural Language Generation (NLG) tasks [65]. Each measures 
separate aspects of semantic similarity between the source text 
(here, survey responses) and synthetic text (the personas): 

• ROUGE-L measures the ratio for the longest word sequence 
in common between two sentences [42]. 

• BERTScore captures the distance between text embeddings of 
two sentences, generated with distilbert-based-uncased [83]. 

2https://platform.openai.com/docs/models/gpt-4 

• GPT-based-similarity represents the distance between text 
embeddings of two paragraphs, generated with text-embedding-
ada-002. 

• G-eval evaluates the information validity of synthetic text 
vs. source text by asking GPT-4 to review both and assign a 
score between 0 (invalid) and 1 (valid) [21]. 

We conducted pairwise comparisons between the personas and sur-
vey responses corresponding to each ground-truth user group (e.g., 
we compared personas created to represent “I want to have chil-
dren” to the survey responses with the same opinions). Appendix H 
provides further descriptions of the analysis. 

4.4 Results 
4.4.1 Atribute distributions. We used IBM SPSS Statistics for all 
analyses (p < 0.05 was considered signifcant). The age distribution 
of the survey responses (ground truth) and the personas are shown 
in Figure 5. We performed Levene’s test with Bonferroni correction 
to compare the variance in age distribution between the survey 
response and each set of personas. The result showed that the age 
variances were statistically diferent across all comparisons (all p < 
0.05). Consequently, we performed the Mann–Whitney U test (a non-
parametric equivalent to independent-samples t-test) to compare 
the central tendency of the age distributions statistically. Across all 
comparisons, there were no statistically signifcant diferences(all 
p > 0.05). This indicates that while all workfows did not reproduce 
the age variance, they captured the median age in the input data. 

The distribution of gender, marital status, and child plans from 
the survey responses and the personas are shown in Figure 6. We 
found that all workfows captured every attribute present in the sur-
vey responses. LLM-summarizing is noteworthy for often creating 
personas with a new gender (e.g., “Non-binary” and “Male/Female”) 
and new marital status (e.g., “In a committed relationship” and 
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Figure 5: Distributions for gender, marital status, and child plans in Study 1’s user data (ground truth) and generated personas. 
We found that all our workfows captured the median age in the user data, while they could not reproduce the age variance. 
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Figure 6: Distributions for gender, marital status, and child plans in Study 1’s user data (ground truth) and generated personas. 
All workfows captured the attributes of the user data in these respects. 
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Figure 7: The semantic similarity found between the user data and generated personas in Study 1. The personas generated by 
LLM-summarizing proved most semantically similar to the input user data. 

“Single/Married”). A few cases of this sort were observed with LLM- 4.4.2 Semantic-similarity scores. The scores for semantic similar-
auto also. We statistically compared the attribute distributions be- ity between the survey responses and the personas are shown in 
tween the survey responses and each set of personas using Fisher’s Figure 7. We performed the Kruskal–Wallis test (a non-parametric 
exact test. Only LLM-auto showed no statistically signifcant difer- equivalent one-way ANOVA) for statistically comparing each simi-
ences from the survey responses (gender: p = 0.16, marital status: p larity score between the workfows. The result showed statistically 
= 0.28, and child plan: p = 0.52). From the results, we conclude that signifcant diferences in all similarity scores, with p < 0.05. We 
all three workfows can capture the attributes present in the input conducted the Mann–Whitney U test as a post-hoc analysis with 
data, while LLM-auto can reproduce the attribute distribution also. Bonferroni correction to identify where the statistical diferences lie. 
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Figure 8: The procedure of evaluating personas with designers. We asked designers to review survey responses and generate 
personas (left). Then, we had them review these, one set of personas at a time, and assess each persona on the Persona Perception 
Scale (middle). Lastly, we conducted an interview to uncover designer-preferred qualities of personas (right). 

By every similarity metric, LLM-summarizing reached statistically 
higher scores than the other workfows (p < 0.01). There were no 
statistically signifcant diferences between LLM-auto and LLM-
grouping, except for G-eval (� = -6.93, p < 0.01). This indicates 
that LLM-summarizing generated the personas most semantically 
similar to the input data. 

4.4.3 Summary. Proceeding from the results, we conclude that 
LLM-summarizing can generate the most statistically representa-
tive personas. Though unable to reproduce the exact distributions, 
it could capture all attributes present in user data and generate the 
personas that best match the data semantically. In practice, user 
researchers would not, for example, create one male and three fe-
male personas just to be faithful to their data’s gender distribution. 
In other words, workfows do not need to match the data’s distri-
butions exactly as long as they capture the underlying attributes. 
Therefore, we looked further at the presence of existing attributes 
and also at semantic-similarity scores, continuing our evaluation 
with the two best-performing workfows (LLM-summarizing and 
LLM-grouping). Still, we believe that LLM-auto’s strength in re-
producing the attribute distribution could be benefcial in the early 
stages of user research, which we further discuss in Section 8.1. 

5 STUDY 2: EVALUATION ON PERCEIVED 
QUALITY 

We evaluated the perceived qualities of personas with user re-
searchers (Figure 8). For this, we asked invited designers to create 
personas based on our user data. Then, we requested them to re-
view the quality of personas generated by other designers (our 
baseline), LLM-summarizing (the most successful workfow), and 
LLM-grouping (the next-best workfow). With designers’ assess-
ments, we extended the statistical analysis from Study 1. 

We collected 20 sets of survey responses from real people, via 
online crowdsourcing platform 3. The survey was similar to that 

3https://www.prolifc.co/ 

from Study 1, with the subject this time being designing AI courses 
for creative activities (See Appendix E for an example survey re-
sponse). With the real user data collected for another subject, Study 
2 not only tests persona generation in a more realistic setting but 
also demonstrates the generalizability of our workfows in working 
with a diferent set of user data. 

To make a fair comparison between the conditions, each condi-
tion should generate the same number of personas with a shared 
goal. For this, we set “students’ attitudes toward AI and what they 
want to learn by taking AI courses” for the key characteristics for 
grouping user data and specifed the contents to be included in 
personas (name, age, gender, year of academic study, major, back-
ground, past experience of AI, attitude toward AI, and motivation 
for taking AI courses). From this setting, LLM-grouping created 
two personas at a time, depicting positive, negative, or mixed atti-
tudes toward AI. Accordingly, we set the number of user groups to 
two for LLM-summarizing and designers. Appendix G presents an 
example persona from each condition. 

5.1 Participants 
We recruited 20 designers (mean age = 29, SD = 5.96), 10 of whom 
identifed as female, nine as male, and one as “Other”. Half of the 
participants had 1–5 years of experience in design, and the other 
half were above that experience threshold. All participants had 
experience in creating and using personas. They reported using 
these for various purposes, such as identifying the gaps between 
hypothetical and real users, communicating users’ needs to col-
laborators, and defning customer journeys. All but one had used 
AI for their day-to-day tasks (e.g., utilizing ChatGPT for summa-
rizing reports) and design activities (e.g., applying DALL-E 4 and 
Midjourney 5 to visualize concepts). For four hours of efort, we 
compensated each participant with a 40-euro voucher. 

4https://openai.com/dall-e-2
5https://www.midjourney.com/ 
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Figure 9: The distribution of age, gender, and attitude toward AI in the survey responses (ground truth) and generated personas 
in Study 2. Both designers and our workfows showed an ability to capture the median age and the attributes existing in the 
user data, but not all of them could reproduce the exact distribution of the attributes. 

5.2 Tasks 
Participants had two tasks: generating personas independently and 
evaluating personas, generated by other participants and our work-
fows. For the fair comparison, we instructed participants to create 
two personas based on the key characteristics, template, and survey 
responses used in our workfows. In all other respects, participants 
were free to decide how to analyze user data and create the personas’ 
contents. Relying on their understanding of the survey responses, 
the participants evaluated personas from all three conditions (six 
personas in total), without knowing who generated them. 

5.3 Measurement 
We collected participants’ perceptions of persona quality using 
the Persona Perception Scale (PPS) [70]. The PPS is designed to 
evaluate a persona’s quality from designers’ and stakeholders’ per-
spectives. Following its developers’ guidelines, we chose questions 
targeted at designers and excluded items for assessing the profle im-
age (which personas sometimes include). The resulting instrument 
used 18 questions, measuring six qualities of personas: 1) Consis-
tency, or how the various information in the persona is aligned; 2) 
Completeness, measuring how well the persona captures essential 
information about the users; 3) Willingness to use (WTU), referring 
to how much practitioners wish to use the persona; 4) Credibility, 
denoting how realistic the persona appears to be; 5) Clarity, or how 
clearly the information in the persona is presented; and 6) Empa-
thy, measuring how well the practitioners can empathize with the 
persona. Each question is answered on a seven-point Likert scale, 
from “strongly disagree” to “strongly agree”. 

5.4 Procedure 
Our study had three parts: persona generation, persona evalua-
tion, and post-evaluation interview. In persona generation, we met 
each participant online, introduced the purpose of our study, and 
obtained consent. Then, we gave participants the assignment of 
generating personas. Meanwhile, we created personas by following 
the LLM-grouping and LLM-summarizing workfows. For per-
sona evaluation, we invited each participant to our lab and gave 
instructions to evaluate personas using the PPS. In a random order, 

we presented one set of personas at a time and asked participants 
to fll out the PPS form one persona at a time. We also supplied 
a printout of the survey responses in case they wanted to review 
them again. Lastly, with the interview, we asked about the partici-
pants’ preferences and perceived diferences between the personas 
created by designers and those from our workfows. 

5.5 Results 
5.5.1 Statistical representativeness. We performed statistical analy-
ses similar to Study 1’s. The distribution of age, gender, and attitude 
toward AI from each condition is shown in Figure 9. Our workfows 
demonstrated behaviors similar to those in Study 1. While they 
could capture the median age (all p > 0.05), they could not repro-
duce the age variance and the attribute distributions (all p < 0.05). 
Interestingly, the same was true for designer-generated personas. 
Nevertheless, both designers and our workfows captured all the 
attributes that were present in the data. 

The semantic similar scores showed diferences between our 
workfows and designers (Figure 10). For all scores, personas gen-
erated by designers were statistically less similar to the survey 
responses than those from the workfows (all p < 0.01). There were 
no statistically signifcant diferences between LLM-summarizing 
and LLM-grouping (all p > 0.05). From the results, we conclude 
that the personas generated by the workfows are more statistically 
representative than the ones generated by unaided designers. 

5.5.2 Perceived qualities of personas. The PPS results are shown in 
Figure 11. We performed the Friedman test (a non-parametric equiv-
alent to repeated-measure ANOVA) with Bonferroni correction to 
compare the personas with regard to each quality. We found a statis-
tically signifcant diference in how the participants perceived the 
completeness of the personas (�2(2) = 11.76, p = 0.02). The Wilcoxon 
signed-Rank test with Bonferroni correction revealed that LLM-
grouping produced personas less complete than designers’ (� = 
-2.75, p = 0.02) and LLM-summarizing (� = -2.95, p = 0.01), which 
indicates that LLM-grouping’s personas left out information that 
is vital for understanding the people represented. There were no 
statistically signifcant diferences between the personas generated 
by designers and those from LLM-summarizing. 
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Figure 10: Scores for semantic similarity between user data and generated personas in Study 2. LLM-grouping and LLM-

summarizing could generate personas that were more semantically similar to the user data than the designers’ were. 
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Figure 11: The perceived qualities of personas in Study 2, by PPS components. We found that the participants perceived the 
personas generated from LLM-summarizing to be similar to designer-generated ones. 

The interview revealed that most participants could not correctly 
identify who had generated the personas. Ten of them thought that 
the LLM-summarizing personas were created by designers because 
they were more comprehensive than the other personas. Three 
others concluded that the LLM-grouping set had been created by 
designers since these highlighted the two most extreme attitudes 
toward AI. Our further queries, about the participants’ preferred 
qualities in personas, identifed three ares for improvement in LLM-
generated personas: 

• Firstly, the personas need to be more expressive (13 out of 20 
participants). Participants reported favoring personas that 
use more expressive words and narration, which help them 
empathize on an emotional level. For instance, P11 com-
mented, “It’s easier to connect with negative emotions when 
personas say they ‘fear’ something. Then I become empathetic.” 

• Personas’ backgrounds should provide motivation for the 
behaviors (11 out of 20 participants). This element often 
appeared lacking in both designer- and LLM-generated per-
sonas. For instance, P4 commented on a designer-generated 
persona that it “talks about a person’s interest, their likes, and 
dislikes, but it doesn’t actually elaborate on their motivation.” 
Similarly, P13 commented on LLM-summarizing’s output 
that “I see a big gap in set C between personas’ background, 
attitude, and motivation.” 

• Lastly, personas should highlight only the most essential 
characteristics (10 out of 20 participants). Many participants 
noted that the personas that attempt to list all characteristics 
of a user group seemed too generic to represent archetypal 
users. For instance, P3 commented (on designer-generated 
and LLM-summarizing personas, respectively) that “Set A is 
negative and positive about AI with a specifc reasoning behind 
it, while C is just ‘I am negative because of all these things’.” 

5.5.3 Summary. We conclude that LLM-summarizing can gener-
ate personas that are statistically more representative than designer-
generated ones while their perceived qualities do not difer. This 
implies that user researchers’ efort is better spent on identifying 
key characteristics, rather than summarizing them. Accordingly, we 
believe that LLMs could ofer a future where user researchers prior-
itize essential tasks of understanding users, with LLMs performing 
manual tasks. Potentially, this could make labor-intensive qualita-
tive methods more efcient, increasing the adoption of rigorous 
user research rather than conducting them superfcially. 

6 STUDY 3: EVALUATION OF IMPROVED 
WORKFLOW 

We conducted an evaluation study similar to Study 2 with an im-
proved version of LLM-summarizing, which we refer to as LLM-
summarizing++. In response to the three foci for improvement 
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Improvements LLM-summarizing LLM-summarizing++ 
Be more expressive “I have a generally positive attitude toward AI. I believe it has 

the potential to...” 
“Overall, I have a positive attitude towards AI. It makes me 
feel excited about the possibilities of...” 

Recall previous 
contents as motivation 

“I also don’t want AI to replace human creativity... I’d like to 
know how AI could assist with tedious or time-consuming 
tasks, giving me more time to focus on the artistic aspects of 
my projects while also being aware of its limitations and 
implications.” 

“AI makes me a bit uneasy because I itworry that could take 
over the creative cess, possibly replacing the originality pro
and humane aspects in art... That’s why I’m drawn to taking 
AI courses, to learn how to use this powerful tool while 
preserving man ativity my work.” the essence of hu cre in 

Emphasize the most 
important 
characteristics 

“While studying graphic design, I also enjoy spending my free 
time doing a variety of activities like playing video games, 
hiking, painting, and ing instruments.” play

“As a graphic sign major, I spend much of my free time de
engaged in various creative activities such as illustrating, 
playing painting.” video games, and 

Table 2: Examples of improvements from LLM-summarizing to LLM-summarizing++. We refned the prompt from LLM-

summarizing to refect the qualities that designers prefer to see in personas (the left column). We observed that LLM-

summarizing++ narrates personas with emotional expressions (blue highlights), describes their behaviors aligned with their 
background (yellow highlights), and presents only the most important characteristics instead of listing all existing ones in the 
user data (green highlights). 

found in Study 2, we added instructions to the prompt, which could 
get LLMs to (i) use more expressive words, (ii) recall previous con-
tents for describing personas’ motivation, and (iii) emphasize the 
characteristics most commonly expressed in the user data (Ap-
pendix C reproduced these instructions). With the updates from 
LLM-summarizing to LLM-summarizing++, we observed the an-
ticipated improvements (Table 2). Using a crowdsourcing platform, 
we recruited user researchers to assess the personas generated by 
the two workfows. For this, we used the same instrument (PPS), 
user data, and personas as we had for Study 2. The only diference 
was that we did not have participants create personas, since we 
already obtained designer-generated personas. 

6.1 Participants 
We recruited 31 user researchers (mean age = 38, SD = 9.96), 12 self-
identifying as females and 19 as males. The participants represented 
various felds that utilize personas, such as market research and 
product development. All participants had experience in creating 
and using personas, similar to those in Study 2. For their hour of 
efort, we compensated each participant with 10 euros. 

6.2 Procedure 
We used an online survey conducted via crowdsourcing site Prolifc. 
We instructed participants to read through user data and evaluate 
personas. To make sure they read the data, we had them answer 
fve multiple-choice questions testing their understanding of the 
users (e.g., “What are users’ attitudes toward AI?”). After passing 
the test, participants completed one PPS survey for each of eight 
personas, presented in randomized order. We also included nonsen-
sical questions between PPS tasks, to guarantee that participants 
were paying attention to the survey items. For this, we followed 
the attention-check policy of Prolifc and guidelines for running 
experiments that employ crowdsourcing [58]. 

6.3 Result 
6.3.1 Statistical representativeness. Comparing the attribute distri-
bution and semantic similarity scores between LLM-summarizing 
and LLM-summarizing++ (Figure 12), we found that the updated 

prompt had little infuence on the personas’ statistical representa-
tiveness. The statistical analysis was the same as in Study 2. There 
were no statistically signifcant diferences in either the age distri-
bution and semantic-similarity scores between LLM-summarizing 
and LLM-summarizing++ (all p > 0.05). Also, while the age vari-
ances were statistically diferent between LLM-summarizing++ 
and the user data (� (1, 58) = 31.63, p = 0.02), their median ages 
were not statistically diferent (� = -1.87, p = 0.06). Likewise, both 
workfows’ distributions of gender and attitude toward AI were 
statistically diferent from the user data’s (all p < 0.01). This in-
dicates that LLM-summarizing++ retained most of the statistical 
representativeness of LLM-summarizing, and the two were similar 
in their divergences from the user data with regard to the gender 
and attitude distributions. 

6.3.2 Perceived qualities of personas. We analyzed the PPS results 
by applying statistical analysis methods identical to those in Study 
2, with adjusted Bonferroni correction to match the additional com-
parisons (Figure 13). Statistically signifcant diferences were visible 
for consistency (�2(3) = 15.89, p < 0.01), completeness (�2(3) = 13.61, 
p = 0.02), WTU (�2(3) = 16.71, p < 0.01), and empathy (�2(3) = 8.46, 
p = 0.04). Post-hoc analysis showed that LLM-summarizing++ per-
sonas received statistically better scores than designer-generated 
ones for consistency (� = -2.95, p = 0.01), WTU (� = -2.61, p = 
0.01), and empathy (� = -2.35, p = 0.02) and had statistically higher 
scores than LLM-grouping personas for consistency (� = -2.63, 
p = 0.01), completeness (� = -3.59, p < 0.01), WTU (� = -3.36, p < 
0.01), and empathy (� = -3.11, p < 0.01). While the mean score for 
each item was higher with LLM-summarizing++ relative to LLM-
summarizing, these diferences were not statistically signifcant 
(all p > 0.05). Echoing the result from Study 2, this study found no 
statistically signifcant diference between designer-generated and 
LLM-summarizing personas (all p > 0.05). 

6.3.3 Summary. We conclude from Study 3 that LLM-summarizing++ 
can generate personas that are more consistent, useful, and empathy-
evoking personas than the ones generated by designers alone. This 
is possible through prompting LLMs (GPT-4) with detailed descrip-
tions of how they should narrate personas. This supports Kanarik 
et al.’s fndings that human experts’ experiences can augment AI’s 
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Figure 12: The attribute distributions and semantic similarity scores of LLM-summarizing and LLM-summarizing++ in Study 3. 
LLM-summarizing++ mostly retained the statistical representativeness of LLM-summarizing. 
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Figure 13: The perceived qualities of personas measured using PPS in Study 3. LLM-summarizing++ proved able to generate 
personas perceived as more consistent, useful (WTU), and empathy-evoking than those created by designers alone. 

performance [34]. In the realm of persona generation, our results 
suggest that user researchers’ abilities to recognize users’ important 
traits and personas’ qualities augment LLMs’ summarization. 

7 STUDY 4: EXPLORATION OF INTERACTIVE

PERSONAS 
 

The frst three studies demonstrate that LLMs can help generate 
personas in human–AI workfows. To extend the workfows, we 
conducted a formative study exploring how LLMs can give user 
researchers additional assistance in using personas by enabling 
“interaction with personas” (Figure 2). To examine this, we imple-
mented a system wherein users can generate personas by following 
our LLM-summarizing workfow (Figure 14). The system’s chatbot 
assistant utilizes GPT-4 to guide the step-by-step process of persona 
generation. More importantly, the chatbot can converse with users 
by relying on both generated personas and input data (Prompt: 
Here are survey responses: {data}. Here are personas based on the 
survey responses: {personas}. Respond to the following request based 

on the survey responses and the personas: {user input in the chat}). We 
demonstrated our system to the 20 designers who had participated 
in Study 2 and asked them to interact freely with the chatbot. We 
recorded what participants asked the chatbot, after which inter-
views addressed the benefts and weaknesses of interacting with 
personas. 

7.1 Results 
Our formative study showcased how interaction with personas can 
enhance the use of them. Categorizing the interactions uncovered 
two main themes. The frst of these is role-playing with personas. 
Most participants (16 out of 20) asked our chatbot to answer their 
questions while acting as one of the personas generated. This was 
handled similarly to interviewing a user. For instance, participants 
tried to ask what the personas would want or think about potential 
designs. To this end, P20 asked, “How could an AI course on creativity 
address your fears, as Sara [the name of persona]?” They also sought a 
simulation of user behavior that the user data had not captured. For 
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Figure 14: A screenshot showing our persona generator. It guides users in generating personas via the LLM-summarizing 
workfow and enables chatting with generated personas (left). We interviewed designers on interacting with personas (right) 
and found most of them are interested in interviewing personas to test their ideas or further inquire about users. 

instance, P13 asked our chatbot to describe personas’ daily activities, 
and P2 asked it to simulate interaction between generated personas. 
All such interactions were deemed to refect interest in expanding 
the use of personas beyond the level of written narrations. 

The second theme is inquiring about users through personas. 
Four participants expressed a desire to discover user characteristics 
that personas might not encapsulate. For example, P9 asked our 
chatbot whether there were any outliers whom the generated per-
sonas would not represent. Likewise, P16 asked, “Can you tell me 
more personal things about persona 2 besides their hobbies?” in hopes 
of delving further into the personas’ contents. After the interac-
tion, the participants commented that analyzing user data “through” 
personas could bring more efciency to this task, which is often 
repetitive and challenging to carry out manually. 

While the participants valued the interaction with personas, they 
did remark on possible limitations. With regard to the non-technical 
ones, all participants commented on LLMs’ lack of proactivity. For 
instance, P20 stated, “Data cannot capture everything that a human 
can feel. Those personas will only be as good as the data that they 
[LLMs] use.” Likewise, the participants pointed out that LLMs would 
not suggest collecting more user data or diferent interpretations 
unless directly asked to do so. Accordingly, the participants com-
mented that human experts would still need to be aware of potential 
issues with the generation of personas. 

8 DISCUSSION 
User researchers, like anyone else, can be easily “lured into” using 
LLMs without deeply considering the most benefcial ways of using 
them. Our results demonstrate the importance of understanding 
what human experts and LLMs both bring to the table at subtask 
level, which enabled us to tailor human-AI workfows that signif-
cantly improve the outcome quality. We found specifcally that the 
most representative and empathy-evoking personas can arise from 
human experts taking the lead role in creating key user groups and 

exploiting LLMs’ summarization capabilities. In contrast, When 
LLMs take charge of the subtasks, lower-quality personas result, 
underrepresenting users’ key characteristics that are fundamental 
for understanding user behaviors. Rather, we identifed particular 
potential in LLMs “acting out” generated personas and thereby 
feshing out user researchers’ understanding of the personas and 
the users they represent. In summary, through the four studies, we 
obtained these key fndings: 

• LLM-summarizing generates the most statistically represen-
tative personas (Study 1). This is the workfow wherein user 
researchers identify key characteristics and group user data 
with clustering algorithms while LLMs summarize grouped 
user data into personas. 

• LLM-summarizing produces personas that are more seman-
tically similar to input data and perceivable as of a quality 
level similar to designer-generated personas’ (Study 2). 

• LLM-summarizing++ generates personas that may be per-
ceived as more consistent, useful (as judged by willingness 
to use), and empathy-evoking than designer-generated per-
sonas (Study 3). 

• LLMs ofer the additional beneft of “role-plays” with stag-
ing wherein designers converse with a generated persona. 
When we let participants interact with LLMs, 16 out of 20 
tried to ask about users’ common opinions as if conducting 
interviews with the personas (Study 4). 

8.1 Tradeofs of persona-generation workfows 
While LLM-summarizing++ performed best of all, distinctive trade-
ofs attests to the potential of other workfows. We found a special 
strength of LLM-auto in reproducing the attribute distributions of 
user data. Study 1 showed this to be the only workfow that did not 
lead to statistically signifcant diferences from the distributions in 
user data. We assume this outcome arose because the LLM was free 
to defne user groups and contents without specifc instructions, 
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rather than being instructed in convergence of user data to form 
personas. Although reproducing the exact attribute distributions 
is not necessary for generating personas [11], this workfow could 
be useful when user researchers need to review the overall distri-
butions of users’ attributes. Especially at the outset, knowing the 
ground truth in user data could aford identifying key character-
istics that personas must ultimately represent or pinpointing any 
minor but important groups [7, 33]. 

We found LLM-grouping benefcial for creating reasonable-
quality personas while expending less efort than LLM-summarizing 
requires. In Study 2, LLM-grouping generated personas that were 
more semantically similar to the user data than designer-generated 
personas, while their perceived qualities were similar for the most 
part. The only diference was that LLM-grouping personas were 
perceptibly less complete, which means that the characteristics of 
the user data were accentuated less [70]. We assume that having 
LLMs group user data might make the model focus on distinc-
tive characteristics and less on details. As Figure 9 shows, LLM-
grouping indeed attended to two extreme cases (here, negative and 
positive attitudes toward AI), in marked contrast against the other 
workfows. Analogously to how we improved LLM-summarizing 
with more sophisticated prompt designs, researchers probably could 
take advantage of LLM-grouping likewise. Potentially, prompting 
LLMs to elaborate on users’ key characteristics could make LLM-
grouping another workfow that holds promise for generating 
high-quality personas with less efort. 

8.2 LLMs and the changing landscape of user 
research 

Beyond persona generation, our results open an exciting vista for 
using LLMs in user research. Firstly, LLMs allow applying algorith-
mic approaches to qualitative data, which can make qualitative user 
research more efective. Conventional approaches to analyzing qual-
itative user data have heavily relied on user researchers’ manual 
work and interpretations. This has sparked criticisms of personas 
for being biased and unreliable as foundation for understanding 
target users [13, 62]. Whereas recent data-driven approaches have 
proven abilities to analyze user data statistically and mitigate user 
researchers’ biases [47, 51, 66, 67], they have been employed almost 
exclusively with quantitative data, not to yield in-depth insights 
that can be synthesized from qualitative data only. In contrast, our 
results suggest a role for LLMs in helping experts identify interest-
ing patterns in qualitative data. Further, we observed that auxiliary 
methods could help keep the distributional biases of LLMs. Ac-
cordingly, we fnd LLMs able to augment conventional approaches 
well, assisting user researchers to support their interpretations with 
algorithmic analysis. 

Secondly, LLMs permit a completely new way to experience 
personas: role-playing. There is growing evidence that LLMs can 
produce consistent behaviors that adhere to given personalities 
[8, 10, 60, 80]. We also observed, in Study 4, that the LLM can act as 
generated personas and interact with designers. The central beneft 
of this could be a more efective route to understanding user data 
than simply reading about personas. For instance, user researchers 
can simulate interviews and further inquire about users’ character-
istics and opinions. Even more importantly, user researchers can 

test their ideas “with” personas, beyond written narrations in per-
sona form. These interactions align well with the principle behind 
using personas, for greater empathy toward users and deep engage-
ment with design problems from user perspectives [11]. Potentially, 
role-playing with LLMs can be applied to make other user-research 
methods more interactive. For instance, techniques such as using 
user scenarios and journey mapping could be augmented with LLMs 
that narrate the user experience from target users’ perspectives. 

Still, potential negative impacts of LLMs mimicking generated 
personas should not be overlooked. We saw that role-playing with 
LLMs could cause reliance on personas over real users, thereby 
leading to incorrect assumptions about them. Study 4 showed that 
the interactions involved might not encourage evaluation with real 
users – even when the LLMs might be generating user responses 
that are not grounded in the data. Accordingly, we conclude that 
LLMs can expand how user researchers work with user data. Yet, it 
remains an open question how role-playing afects possible biases in 
interpreting user data. The core challenge is how we can make the 
most of LLMs “without falling into the trap of anthropomorphism” 
[74] – i.e., considering them the same as real-world users. 

8.3 Negative consequences of overreliance on 
LLMs 

Excessively automating user research is naive and bound to fail: 
some human judgments cannot be replaced by state-of-the-art AI. 
We observed that user researchers bring unique human values to 
judging what is important for their projects. In particular, Study 
2 showed that designers are good at identifying users’ key char-
acteristics and their relationships to design problems. Also, their 
ability to identify empathy-evoking qualities as another human 
being appeared irreplaceable. Therefore, removing the human from 
the loop would cause the outcomes’ quality to deteriorate. 

We believe that careless automation creates second-order con-
sequences. Firstly, user researchers’ ability to work with user data 
could sufer. For instance, their understanding of users grows through 
looking closely at user data as analysis progresses. If this task is 
delegated to LLMs in an attempt to reduce human efort, user re-
searchers lose that opportunity to deepen their understanding of 
users. In addition, the researchers end up expending more efort in 
validating LLM-generated analysis. This is the “irony of automation” 
[3]: it might end up redirecting user researchers’ eforts instead of 
reducing them. Secondly, people’s level of willingness to delegate 
their tasks to AI must not be overlooked. Studies in human-centered 
AI indicate that efective collaboration depends not just on AI’s 
performance but on human trust in AI also [32, 39]. As Lubars 
and Tan [44] showed, people prefer to take control of their tasks, 
with AI in an assisting role, even when AI displays competencies 
in completing the tasks alone. Accordingly, human–AI workfows 
that simply allocate more tasks to LLMs are bound not to endure in 
practice. Therefore, we recommend taking more time to examine 
LLMs’ infuence, so that we can (i) understand the consequences of 
human–AI workfow in user research and (ii) fnd the right balance 
for automation, one that benefts user researchers the most from 
the best aspects of LLMs. 
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8.4 Implementing persona-generation 
workfow in practice 

Generating persona is a user study method that can be applied to 
any other user-research context that requires deep understanding 
of user data. Therefore, in principle, our workfows can be applied 
to diverse contexts, unlimited to designing civic services and course 
activities presented in this paper. In particular, we expect our work-
fows to be benefcial in contexts wherein practitioners need to 
cover a broad range of user behaviors or in which user behaviors 
frequently change over time (e.g., social media settings), swiftly 
generating multiple personas from high-volume user data. 

Based on our workfow designs and insights, we present fve 
steps for implementing the workfows in practice (we also make 
our code and prompts available to demonstrate the steps 6). First, 
organize user data in a question–answer format. Grouping user re-
sponses by interview/survey item helps practitioners easily rec-
ognize and control what kinds of user data they enter in prompts. 
Also, question–answer formats align well with LLMs’ input style, 
hence enabling better context recognition and summary genera-
tion. Second, identify the group of question–answer data containing 
users’ key characteristics. Finding the most informative parts of 
dataset is an essential step in user research. To do this, practitioners 
could use a neutral prompt, as applied in LLM-auto, to summarize 
each group of data without introducing their biases. Practition-
ers can then exercise their judgments to select important data for 
their projects. Third, create user groups with sufcient diferences. 
Each user group should be archetypal, distinctive from every other 
one. This could be achieved by means of the semantic-clustering 
method of LLM-summarizing (see Appendix A.3). By adjusting 
the number of clusters and prompting LLMs to summarize them, 
practitioners can ascertain the appropriate number of user groups 
and avoid focusing on often-trivial factors such as age or gender. 
Fourth, create a template of personas. The basic template could in-
clude the general contents such as name, age, gender, occupation, 
background, and motivation in line with previous work on persona 
generation [11, 49, 67]. In describing this template to LLMs, the rela-
tions between the contents should be articulated clearly, to support 
high-quality personas (see Section 6). Finally, generate the personas. 
Practitioners can achieve this by following our prompt design (see 
Table 4). we recommend, on the basis of Study 4, interacting with 
personas to assess their representation of user data and to deepen 
one’s understanding of target users. 

8.5 Limitations and future work 
The frst limitation deserving mention is that the workfows were 
tested with GPT-4 only. Since this is the most advanced LLM avail-
able [82], we selected it to explore the full potential of what LLMs 
currently ofer. Testing human–AI workfows using other LLMs 
could be expected to ofer benefts for generalizing workfow and 
prompt designs. Secondly, we evaluated personas with user re-
searchers only. Alternatively, they can be examined by users, di-
rectly, in the course of evaluation processes. While we found the 
personas to be statistically representative and perceived as such 
by user researchers, users might focus on other qualities of per-
sonas [70]. To study this, future work could investigate human–AI 
6https://github.com/joongishin/persona-generation-workfow 

workfows that draw from multiple domains of human expertise. Po-
tential exists for adding other roles to the workfow (e.g., facilitators 
who delegate tasks between human experts and LLMs. 

Considering the advancements in LLMs, we anticipate that fu-
ture work could investigate multi-modal human–AI workfows. In 
practice, user researchers collect user data in various forms (e.g., pic-
tures and videos). Recent LLM developments point to a shift toward 
multi-modal prompts that can accept content such as images as in-
put [56]. Given our fnding that the best results might unfold when 
human experts pre-group user data while LLMs summarize grouped 
user data, scholars could examine LLMs’ ability to group or summa-
rize such non-textual data. Another important direction is exploring 
more diverse prompt engineering techniques for delegating sub-
tasks to LLMs. There are many unexplored prompting techniques 
that aim to divide complex tasks into simpler subtasks, such as 
prompt chaining [81] and automatic multi-step reasoning [59]. In-
vestigating them could improve the delegability of human experts’ 
tasks and expand the design space of human-AI workfows. 

Future work could also investigate human–AI workfow in the 
other context of user research or design. For instance, the next step 
in persona generation could be to create use scenarios that can 
“vivify” personas in a specifc sequence of actions. Investigating 
this could expand human–AI workfows in pursuit of actionable 
solutions or designs. In parallel with this, research could explore 
multiple variations of human–AI workfows. Our work focused on 
ones that exploit LLMs’ primary competence in text summariza-
tion and human experts’ strengths in identifying key characteris-
tics. Potentially, subtasks could be further divided or performed 
collaboratively (e.g., with LLMs identifying initial characteristics 
to “jump-start” user researchers’ analysis). Such solutions could 
identify additional synergy benefts from human experts working 
with LLMs. Lastly, we believe that ethical concerns surrounding AI-
generated personas should be investigated thoroughly. For instance, 
whether people will accept AI that represents – and role-plays – 
them mertis longer-term study, especially as people and societies 
grow more exposed to AI technologies in their various forms. 

9 CONCLUSION 
Understanding which subtasks should be delegated to human ex-
perts versus AI is critical for designing interactive systems. Fail-
ing in this leads to arbitrary task delegation that risks replacing 
a unique advantage that the other agent cannot provide. In this 
paper, we studied human–AI workfows in the context of persona 
generation by diferently delegating the subtasks between human 
experts and LLMs. Our fndings suggest that experts’ eforts are 
better spent defning important user groups and personas’ qualities 
while LLMs summarize grouped user data accordingly. Our work-
fow that follows this approach generated the most representative 
and empathy-evoking personas compared to the other workfows 
and the experts working alone. Those personas highlight the most 
important characteristics of users using expressive narrations, thus 
helping user researchers understand target users’ behaviors and 
empathize with them. Based on our fndings, we discuss LLMs’ 
positive as well as potentially negative infuences on user research 
and inform the design directions of working with LLMs. Our work 
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extends the existing literature on AI-assisted user research by iden-
tifying human experts’ and LLMs’ values in persona generation. 
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APPENDIX 

A PERSONA-GENERATION WORKFLOW DESIGNS 
In this section, we describe how user researchers and LLMs perform the persona-generation subtasks in each workfow. 

A.1 LLM-auto 
In LLM-auto, user researchers simply prompt LLMs. In a single prompt, user researchers (i) input all user data; (ii) describe the persona-
generation task (“Generate a minimum number of personas to represent the user data” ); and (iii) specify persona contents such as name, 
age, attitude, and motivation (Appdendix B shows the design decisions behind the prompt). From the prompt, the LLM identifes key 
characteristics that can constitute content and generates a few distinctive personas. 

A.2 LLM-grouping 
LLM-grouping requires user researchers to identify key characteristics and prompt the LLM to group user data and generate personas. 
For instance, if researchers have interviewed users to understand people’s motivations for having children, they could defne the key 
characteristics as ‘motivations behind child plans’. Then, in parallel to LLM-auto, the researchers input all user data in the prompt and give 
the instructions “Group user data by {characteristics}” and “Generate a single persona for each group” to the LLM. From the prompt, the model 
groups user data and generates one persona for each group. In principle, personas should highlight user characteristics that the researchers 
want to focus on. Pre-specifed key characteristics would result in personas aligned with their interests, but LLMs might not create user 
groups with enough diferences. For instance, while LLMs may distinguish ‘having children for joy’ from ‘having children for personal 
growth’, user researchers might fnd such diferentiation trivial. 

A.3 LLM-summarizing 
LLM-summarizing requires user researchers to group qualitative user data by pre-identifed key characteristics. This is laborious and 
potentially erroneous when reliant solely on human judgement [17]. Therefore, we employed text-embedding-based clustering (i.e., semantic 
clustering) to support the humans [9]. Semantic clustering is a computational method for grouping text inputs by their similar meanings. 
It converts the materials into numerical vectors (i.e., text embeddings) and groups them via clustering algorithms. Our workfow used 
text-embedding-ada-002 7 to transform sentences into text embeddings and a hierarchical clustering algorithm to group them. This enables 
user researchers to adjust the similarity threshold for grouping user data. 

Accordingly, in LLM-summarizing, user researchers frst retrieve the parts of user data that are relevant to their key characteristics. For 
instance, if their key characteristic is ‘motivations behind child plan’, they retrieve the specifc parts from data where users talk about why 
they want or do not want to have children (i.e., a collection of survey responses to a question “why do you want or do not want to have 
children.”). Then, they create a certain number of user groups by clustering those data by means of the text-embedding model and clustering 
algorithm. In the process, they can explore alternative numbers of user groups to fnd an optimal number of user groups with meaningful 
diferences (e.g., Two groups of ‘I want to have children and I do not want to have children’ versus Three groups of ‘I want to have children, 
I want to have children but not now, and I do not want to have children’). For each user group, user researchers input all user data and 
give the instruction “Generate a single persona to represent the user data” to the LLM. Under this approach, the LLM can be tasked with 
summarizing user data. 

B DESIGNING THE PROMPT FOR PERSONA GENERATION 
We designed our prompt based on our experiments with GPT-4 and guidelines of prompt engineering [79]. We frst tested the simplest 
prompt with GPT-4 — presenting all qualitative user data to LLMs and asking them to generate personas (Table 3) — and found limitations of 
this naive approach. First, the naive approach produces highly granular user groups that distinguish even slight variance between survey 
responses. It mostly creates one persona for each survey response, which prevents identifying behavioral patterns. Second, the naive 
approach prioritizes trivial characteristics in user data. Instead of emphasizing users’ attitudes or motivations, it tends to highlight their 
occupations or hobbies. Lastly, the naive approach tends to generate a mere summary or list of keywords rather than narrating personas. As 
a result, the outcome does not provide a holistic understanding of individuals. In summary, simply prompting LLMs to create personas 
would mostly fail, generating impersonal summaries of user data. 

Accordingly, we iteratively tested prompts on GPT-4 and found three approaches that could make LLMs generate improved personas. 
First, we found that specifying the number of personas can control the granularity of user groups. For instance, prompts such as ‘Generate 
three personas’ or ‘Generate a minimum number of personas’ made GPT-4 converge similar responses and generated personas that are 
distinctive from each other. Second, we found that specifying the template of personas can ‘hint’ GPT-4 about the important themes. Asking 
GPT-4 to include information such as background, attitude, or motivation made GPT-4 highlight relative information from user data. Lastly, 
we found that specifying the grammatical person can make GPT-4 generate comprehensive narrations instead of mere summaries or a list of 
keywords. Based on our fndings, we designed a prompt that could provide clear instructions and rules for generating personas (Table 4). 
Our prompt had three main components: 
7https://openai.com/blog/new-and-improved-embedding-model 
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• Input user data comes from material such as interview transcripts and survey responses. Each bracket contains a single user’s data so 
that the LLM identifes them as such. 

• Persona-generation tasks are the instructions for how the LLM should group user data and generate personas accordingly. They are 
modifed to match the LLM’s task in each workfow. 

• Persona-generation rules are what the LLM should commonly follow in all workfows to produce high-quality personas. The rules are 
designed to prevent generating non-factual information and to instruct the LLM to include specifc contents in personas, such as 
name, background, and motivation. 

Prompt Here are survey responses: {10 survey responses}. Generate personas from the survey responses. 
Outcome 1. The Cultured Explorer 

- Age: 38 
- Gender: Male 
- Profession: Marketer 
- Relationship Status: Single 
- Hobbies: Attending cultural events 
- Values: Appreciating diversity, broadening perspectives, personal 
growth 
- Current Lifestyle Satisfaction: Mostly unsatisfed 
- Desire for Children: Wants children for a new level of joy and 
fulfllment 
... 

... 
10. The Branding Buf 
- Age: 28 
- Gender: Female 
- Profession: Marketing Coordinator 
- Relationship Status: Married 
- Hobbies: Attending workshops, reading marketing books, traveling 
- Values: Personal and professional growth, meaningful connections, 
balance 
- Current Lifestyle Satisfaction: Mostly unsatisfed 
- Desire for Children: Does not want children in order to focus on 
career and personal interests 

Table 3: An example of simply prompting GPT-4 to generate personas from ten survey responses (an example response is 
shown in Figure 15). This resulted in generating one persona per response, which does not identify or represent archetypal 
user groups. 

Prompt 

Here are user data: [[Data from user 1], [Data from user 2], [Data from user 3], ... [Data from user N ]] 

{instructions for grouping user data} 

{instructions for generating personas from the user data} 

You must follow the rules below when generating the personas: 

- Rule 1: Do not add any information that does not exist in the user data. 

- Rule 2: You may combine, synthesize, or rephrase multiple user data into a single persona. 

- Rule 3: The persona should have detailed descriptions of the following information: {a list of contents} 

- Rule 4: Write {a list of contents} from the frst person perspective. 

After generating personas, compare the personas with the user data to validate Rule 1, 2, 3, and 4. 

Make necessary updates such as updating information in personas, removing personas, or creating new personas. 

Present only the fnal personas. 

Table 4: A prompt commonly used in our persona-generation workfows. It comprises three main components: input user 
data (yellow-highlighted), persona-generation tasks (green-highlighted), and persona-generation rules (blue-highlighted). We 
adjusted the instructions for persona-generation tasks workfow-specifcally and the list of contents in accordance with the 
user data. 

C IMPROVING PROMPTS WITH HUMAN EXPERTS’ PREFERENCES 
Study 2 revealed the three points for improving the quality of personas. Accordingly, we added fve rules in the original prompt by following 
the output customization patterns from prompt-engineering guidelines [79]. As shown below, Rule 1 instructs the LLM to use more expressive 
words when describing personas, while Rule 2 and 3 instruct it to recall the information from earlier contents (e.g., background) to describe 
later contents (e.g., motivation). Rule 4 and 5 indicate to emphasize the characteristics most commonly expressed in the user data. 

• Rule 1: In ‘Background’, ‘Past experience of AI’, ‘Attitude toward AI’, and ‘Motivation for taking AI courses’, the persona MUST 
describe its emotion (e.g., It makes me feel... because...) and preference (e.g., I prefer... because...). 
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• Rule 2: In ‘Attitude toward AI’, the persona MUST describe WHY it has such attitudes considering ‘Background’ and ‘Past experience 
of AI’. 

• Rule 3: In ‘Motivation for taking AI courses’, the persona MUST describe WHY it has such motivations considering ‘Background’, 
‘Past experience of AI’, and ‘Attitude toward AI’. 

• Rule 4: Exaggerate the survey respondents’ most common characteristics. 
• Rule 5: For ‘Gender’, ‘Major’, and ‘Academic year’, pick the most common ones from the survey responses. 

D SYNTHETIC USER DATA 

1. Age: 30 2. Gender: Male 3. Occupation: Teacher 4. Marital status: Single

5. What do you do during your free time?
I love spending my free time practicing yoga, reading books, and attending cultural events.

7. How much are you satisfied with current lifestyle?
Mostly unsatisfied with current lifestyle.

8. What is your child plan?
I want to have children.

9. Why do you want or do not want to have children?
I want to have children because I feel like it will add a new depth and dimension to my life. As much as I enjoy practicing yoga, 
reading books, and attending cultural events, I feel like having kids will bring a level of joy and fulfillment that I may not even under-
stand yet. I value overall wellness and experiencing new things, and I believe that raising children will allow me to do both of those 
things in a new and exciting way. While I may not be satisfied with my current lifestyle at the moment, I believe that having children 
will bring a new sense of purpose and joy to my life.

10. What kinds of civic services would be helpful to you if you are a parent?
As a parent, I would greatly benefit from civic services that prioritize education and cultural enrichment. Accessible and affordable 
after-school programs, community events, and youth mentorship programs would help ensure that my children have opportunities to 
learn and grow beyond the classroom. Additionally, quality and affordable healthcare, including maternal and pediatric care, would 
provide peace of mind as a parent. Lastly, safe and well-maintained parks and playgrounds would allow my family to enjoy the 
outdoors and stay active together.

6. What do you value in your life?
I value overall wellness, knowledge, and experiencing new things in my life. Practicing yoga helps me maintain physical and mental 
well-being, while reading books and attending cultural events allows me to expand my understanding of the world and different 
perspectives. These things bring depth and meaning to my life, and help me feel fulfilled.

Figure 15: An example of synthetic survey responses generated with GPT-3.5-turbo. The survey collects information about 
users’ demographics (1-4), backgrounds (5-7), and design-related comments (8-10). 
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E REAL USER DATA 

1. Age: 27 2. Gender: Female 3. Major: Music 4. Academic year: 3rd year undergraduate

5. What do you do in your free time?
I listen to music, watch TV shows, socialize and do some writing.

7. What are the most important aspects in your creative activities?
It is important to have fun, if it's not fun and enriching, what is the point?

8. How much experience do you have with AI?
Not a lot of experience, I have used ChatGPT a few times but I don't have a lot of experience. 

9. What do you think about AI in general?
I am not sure how I feel about AI. On the one hand, it seems useful and convenient. It can write a resume for you, a song, a poem, 
book recommendations. And on the other hand, there are replacing jobs and there is the risk of identity theft and other nefarious 
outcomes. 

10. What do you want AI to do for your creative activities?
I'd want AI to help with coming up with chord progressions or parameters to write a new song in. Or giving me ideas or music 
recommendations. I'd want AI to help make the lengthy decisions easier. I am very indecisive and I like rules and routine to help. AI 
would help with those things and I can be free to create without anything holding me back. It's like being given a framework or guide 
to work from without having to think of it yourself.

11. What would you like to achieve by taking AI courses?
I'd want to learn how AI works and what makes it possible.  I'd like to learn how to use AI to work to my advantage. It would help 
inform my decisions and choices with AI and allow me to use it to its full capability so that I can focus on doing what I like and can 
do best.

12. What kinds of course activities would you like to do?
Write a song with AI, Business strategy with AI, Using AI to be more creative. It would be different and switch things up. It would 
supplement the teachers and lecturers.

13. What do you want the instructors to care about when they teach AI courses for you?
To care about how it helps us in the future. We all want to thrive in our fields so if there is something that can help, that would be 
very beneficial.

6. Why did you choose your major?
I really enjoy music and wanted the opportunity to explore it further in studies, learning more and expanding my horizon and scope.

Figure 16: An example of survey responses from real people. The survey collects information about users’ demographics (1-4), 
backgrounds (5-8), and design-related comments (9-13). 
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F PERSONAS CREATED FROM SYNTHETIC USER DATA 

LLM-auto
Name: Andrew Gender: Male Occupation: Marketer Marital status: Single
Background:
I am a marketer who is passionate about attending cultural events. Experiencing different art forms, music genres, and literature 
works broadens my perspective and connects me with like-minded, creative individuals. Although I am mostly unsatisfied with my 
current lifestyle, I am eager to start a family someday.

Plans for having children:
I want to have children someday because I believe it will bring new levels of joy and fulfillment to my life. I feel that having children 
will allow me to pass down my values and beliefs and provide me with a sense of purpose and legacy.
Motivation for using civic services:
I would appreciate access to quality art programs and cultural events for children, as well as affordable and reliable childcare 
services for working parents like myself.

Personality:
I am a culturally-driven, intellectually curious individual who appreciates diversity. I am passionate about the arts and enjoy 
surrounding myself with creative and like-minded people.

Age: 38

LLM-grouping
Name: Elizabeth Gender: Female Occupation: Teacher Marital status: Single
Background:
I lead an active lifestyle, and I find joy in attending cultural events and exploring different art forms. I love to learn and grow through 
these experiences, which enriches my life and contributes to my personal growth.

Plans for having children:
I want to have children because I feel like it will add a new depth and dimension to my life. I believe that having children will provide 
me with a sense of purpose and legacy that is important to me. While I may be mostly unsatisfied with my current lifestyle, having 
children will bring me the happiness and sense of accomplishment that I am looking for.
Motivation for using civic services:
As a future parent, I would greatly appreciate civic services that prioritize education and cultural enrichment for my children. 
Attending workshops, events, and mentorship programs would help them learn and grow beyond the classroom. Quality and 
affordable healthcare, as well as safe and well-maintained parks and playgrounds, would also benefit my family.

Personality:
I am an open-minded and creative individual who values personal growth and the beauty in diversity. I also enjoy connecting with 
like-minded individuals who share a similar interest in the arts.

Age: 34 

LLM-summarizing
Name: Alex Gender: Male Occupation: Creative Professional Marital status: Single
Background:
As a creative professional, I enjoy attending cultural events and exploring new ideas through reading and traveling. I have a strong 
passion for personal growth, learning, and staying current in my chosen field. I have also prioritized maintaining my physical and 
mental well-being by engaging in activities like yoga or going to the gym.

Plans for having children:
I want to have children because I believe that it will bring a new dimension and purpose to my life. While I enjoy the personal growth 
and experiences I gain from my chosen field and other activities, I feel that having children will bring a level of joy and fulfillment that 
cannot be replicated by any other experience. As a parent, I am excited to share my values and guiding principles with my future 
children and make a positive impact on their lives.
Motivation for using civic services:
As a future parent, I would greatly appreciate civic services that support the well-being and success of my future children. 
Accessible and affordable childcare options, educational and cultural programs for children, reliable healthcare services, and safe 
play areas in public spaces would greatly contribute to my family's quality of life. By investing in these civic services, I believe it 
would foster an enriching and supportive environment for both my children and the broader community.`

Personality:
I consider myself to be a well-rounded individual with a thirst for knowledge, adventure, and self-improvement. I value creativity and 
meaningful experiences in my life. I prioritize relationships with loved ones as they bring happiness and fulfillment to my life.

Age: 36

Figure 17: Examples of personas created from LLM-auto (top), LLM-grouping (middle), and LLM-summarizing (bottom). 
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G PERSONAS CREATED FROM REAL USER DATA 

Designer-generated
Name: Tom Gender: Male Major: Film and TV prod Academic year: Final year MA
Background:
I have been into movies since I can remember. I took this major as I really want to get my career started in this field. In the past I 
took a couple of internships at a production agency and I really see myself working in such an environment.

Attitude toward AI:
I am soon graduating, and I wonder how my degree and field is going to be affected by AI. I am not too worried that it will “steal” 
jobs, but I do see that it might impact things like screenplay, animation and editing of movies and TV. On the one hand this would 
save people a lot of time, but if it keeps evolving at this speed, I’m quite concerned that it will really end someone's career.
Motivation for taking AI courses:
The entertainment industry is really amazing. I wish to learn some more about AI tools and their impact on TV production. It would be 
nice to learn not just how to use them so that our work gets easier, but also how to better grasp the fact that AI needs to keep having 
human-generated inputs, and that we as people, do appreciate human-generated contents actually better than AI-generated ones.

Past experience of AI:
I remember using some AI tools before chat GPT was launched. I was impressed and also a bit worried about the future of artistic 
production. I used chat GPT many times, both for school and other things. I took screenplay classes, where it has been particularly 
useful for generating a decent storyline.

Age: 26

LLM-grouping
Name: Alex Gender: Man Major: Fine Art Academic year: 3rd year undergraduate
Background:
I've been passionate about painting and creating art since I was young. In my free time, I love to immerse myself in different forms of 
expression, such as drawing and painting.

Attitude toward A:
I tend to view AI with a sense of apprehension and unease. While I acknowledge the potential benefits it could bring to the creative 
field, I worry about the risks of AI taking over the human touch in art and the ethical implications surrounding its use.
Motivation for taking AI courses:
Despite my reservations, I am curious about learning how AI works and what limitations it has. Gaining a better understanding of 
AI's capabilities and boundaries could help me make more informed decisions on when and how to incorporate it into my workflow, 
while still maintaining the human element and integrity of my art.

Past experience of AI:
I've had minimal experience with AI tools, mostly using them for fun rather than serious applications. I've experimented a bit with 
ChatGPT and some AI art generation software. 

Age: 25

Name: Alex Gender: Woman Major: Fine Arts and Design Academic year: 4th year undergraduate
Background:
I enjoy various creative activities including watching movies, playing games, and listening to music. I was drawn to my major 
because I love exploring different creative areas and wanted to study something that melds both practical and theoretical aspects of 
art. In my creative work, I value originality, self-expression, and pushing boundaries.

Attitude toward A:
I have mixed feelings about AI. On one hand, I recognize that it can be a helpful tool for some tasks, but on the other hand, I'm a bit 
wary and even scared of its potential implications. I don't like the idea of AI replacing human input in the creative process and 
believe that it may lead to a loss of authenticity in art.
Motivation for taking AI courses:
I'd like to learn more about AI, how it works, and how it can be used in a productive and ethical manner within the creative field. I'm 
interested in understanding its limitations and exploring its potential to enrich the creative process by aiding with tasks like research, 
idea generation, and technical problem-solving. Understanding AI better would help me feel more secure in my field and give me 
the tools to harness its potential advantages.

Past experience of AI:
My experiences with AI have mainly been for fun or limited use. I have dabbled in chatbots like GPT-3 and have seen friends using 
AI-generated art, but I haven't truly integrated AI into my own creative practice.

Age: 23
LLM-summarizing

Figure 18: Examples of personas created by designers (top), LLM-grouping (middle), and LLM-summarizing (bottomw) from 
the same user data. 
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H COMPUTING SEMANTIC SIMILARITY SCORES 
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Figure 19: We computed a single grand semantic similarity score for each persona-generation workfow based on the semantic 
similarity scores between a set of personas and user data. 
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