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ABSTRACT

This paper presents the audio system built for the virtual room at Helsinki University of Technology. First we discuss the gen-
eral problems for multichannel sound reproduction caused by the construction of, and the equipment in virtual rooms. We
also describe the acoustics of the room in question, and the effect of the back-projected screens and reverberation to the
sound. Compensation of the spectral deficiencies and the problems with the large listening area and high frequency attenua-
tion are introduced. The hardware configuration used for sound reproduction is shortly described. We also report the software
applications and libraries built for sound signal processing and 3D sound reproduction.
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1 INTRODUCTION

A virtual room is a fully immersive multiuser virtual reality system [1]. The visual display of the virtual room consists of
large back-projected screens of size m surrounding the users. Lightweight shutter glasses are used for a completely
immersive stereoscopic view of the virtual world. A tracking device is used to monitor head position and orientation of one
user so that correct stereo perspective can be obtained. If there are more than one user simultaneously present in the virtual
room, the stereo perspective is exact only for the tracked observer. However, the perspective for other observers is not overly
distorted, and real cooperation in the virtual world is possible. The user’s movements in virtual reality and the interaction
with the virtual world are usually handled using a wand (a 3D mouse) or a data glove.

Many virtual reality systems use only computer graphics to produce immersive virtual environments. In virtual reality
research the main emphasis has always been on 3D graphics. However, sound is an important part of our everyday life and
should be included in the creation of an immersive virtual environment. In virtual reality applications sound can either be
environmental or background, or relate directly to the visualization. Background sound in virtual environment creation can be
used to create a certain mood for the observer, e.g., background sound can be used for noise in a factory environment or for
traffic noise in traffic simulations. With sound relating to the visualization we mean sound that is consistent with the created
virtual world. The sound sources are often attached to corresponding objects and a realistic 3D soundscape is surrounding the
observer. A good overview of 3D sound in virtual environments has been presented by Begault [2]. In this paper we concen-
trate on realistic soundscape creation by presenting the audio system built for the virtual room (Fig. 1) at Helsinki University
of Technology (HUT) [3,4].

This paper is organized as follows: In section 2 we describe a generic sound rendering model for virtual reality applications.
The section 3 concentrates on the acoustics of our virtual room and compensation of the spectral deficiencies introduced by
loudspeaker placement and the back-projection screens. The audio reproduction system is introduced in section 4. The rele-
vant applications are discussed in section 5 and section 6 concludes the paper.
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2 AUDIO IN A VIRTUAL ENVIRONMENT

For an immersive virtual reality experience, a three-dimensional soundscape needs to be created; a sound reproduction sys-
tem capable of positioning sound sources anywhere in the 3-D space is required, and for best level of fidelity, also the cues to
the environmental context of the complete acoustic environment. For any spatial sound system used in virtual reality applica-
tions, there is of course an additional requirement: the system must interact with the graphics software so that the synchroni-
zation between sound and image is correct.

2.1 Sound Rendering Model for Virtual Reality

The process of producing immersive 3-D sound in virtual reality systems can be divided into three different stages. First of
them deals with the stimulus, which can be natural or synthetic audio. In this context, natural audio means either pre-recorded
or live digital audio. In virtual acoustic applications, recorded audio is not very useful because most of the recordings contain
also the acoustical cues (e.g. reverberation) of the recording environment. A better choice is to use synthetic audio because it
is more freely controllable. Although synthetic audio sounds unnatural in many cases it is useful in interactive applications
where the properties of a sound source may vary according to the actions of the observer.

Figure 1: A schematic figure of the virtual room at HUT. Color indicates the height of
the loudspeaker. Dark loudspeakers are on the floor, and light ones are ceiling-mounted.
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On the second stage, the propagation of the sound emitted from the sound sources is modeled. The rendering of the acoustical
environmental context can be based on the physical properties of the virtual space or on the perceptual qualities of the desired
soundscape [5].

For the physics-based approach, an acoustics simulation software has to model the propagation of the direct sound and the
early reflections, taking into account the propagation delay, the absorption of the surface materials and air as well as the
sound source directivity [6,7]. The spatial properties of the resulting sound can be controlled by moving the sound sources or
the observer in the virtual space, by altering the size and shape of the space or by varying the acoustical properties of the sur-
face materials.

The perceptual rendering model provides a more direct way of specifying the attributes describing the perceived acoustical
properties of the sound sources and the acoustical space. Although the perceptual rendering model gives natural sounding
results, it does not guarantee a physically feasible result related to the geometry of a specific space. An example of this
approach is the Spat processor [8] developed at IRCAM.

The last of the three stages contains the spatial sound reproduction to the observer. There are two main spatial sound repro-
duction methods, namely binaural and multichannel reproduction. In binaural 3D sound reproduction techniques, the princi-
ple is to control the sound signal in the entrances of the listener’s ear canals as accurately as possible. This requirement is
easiest to fulfil with headphones but can be done also with a pair of loudspeakers. If headphones are used, the sound quality
does not depend much on the acoustics of the surrounding room. However, one of the most important features in virtual
rooms is that many users can simultaneously interact with the virtual environment and with each other. If headphones were
used, this interaction could be disturbed. Another practical disadvantage with headphones is the dependency of computa-
tional capacity on the number of users. For every user, an individual soundscape has to be calculated and everyone needs his
or her own head-tracking device to get a correct soundscape. Using a pair of loudspeakers, 3D sound can be created for one
spot. Unfortunately, this does not suit the needs in a large scale multi-user virtual environment.

Multichannel sound reproduction is an attractive solution for 3-D sound in virtual rooms. With multichannel reproduction we
avoid the need for individualized head-related transfer functions (HRTF) and head tracking. In multiuser applications the
communication between users is easier than when using headphones. In multichannel reproduction, multiple loudspeakers
are placed around the listener. With multichannel techniques, it is possible to reproduce sound signals naturally from correct
directions. When the direction of the virtual sound source coincides with the direction of a real loudspeaker, the source direc-
tion is exact. When these directions do not coincide, different panning methods can be used. In our system we apply vector
base amplitude panning (VBAP), which is a simple mathematical way to calculate the gain coefficients for the loudspeakers
[9]. VBAP also allows for arbitrary loudspeaker placement which is a good feature in virtual rooms where mirrors and pro-
jectors hinder regular placement of the loudspeakers. Another often utilized multichannel spatial sound reproduction method
is Ambisonics [10,11], which is suitable for creating background soundscapes because recording and coding methods are
readily available for Ambisonics.

3 ACOUSTICS OF THE VIRTUAL ROOM

Spatial sound reproduction using loudspeakers in virtual rooms is far from being trivial. The quality of the resulting sound-
field is subject to the quality of the equipment, to the applied processing techniques, and to the acoustics of the room. In vir-
tual rooms there are back-projected screens and data projectors that hinder arbitrary positioning of loudspeakers, and typical
back-projection screens are not acoustically transparent. Some deficiencies in the response of the reproduction system can be
compensated for, but there are practical limits to this approach. Headphone reproduction for spatial audio solves these prob-
lems, but introduces other practical difficulties, as described previously.

To minimize the influence of the room acoustics, the room must be as anechoic as possible. This means that the walls and the
ceiling must be covered with absorbent material. For the room to be silent enough, all noisy equipment should be placed in
another room. For practical reasons, however, at least the data projectors are usually in the same room with the screens. The
mirrors and the screens also produce reflections that may be disadvantageous for sound reproduction.
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3.1 Room Acoustic Measurements

To investigate the acoustics of our virtual room at HUT, we conducted a series of impulse response measurements from all
fifteen loudspeakers to nine microphone positions inside the virtual room. The height of all microphone positions was
160cm, and the measuring points formed a square-shaped grid with 150cm long sides with the central point in the middle of
the virtual room. In the measurements we used the multi-channel IRMA measurement system [12] with MLS sequences as
the source signal. At the time of the measurements, there was a data projector only for one of the walls, so we will have to
repeat our measurements, when the system is fully constructed.

According to our measurements, the reverberation time measured using a broadband excitation in our virtual room is in the
order of 400ms. Figure 2 depicts the frequency contents calculated from short segments of the impulse responses from two
different loudspeaker positions to the middle of the virtual room. Both loudspeakers are on the floor. In the first case (Fig. 2a),
there is no screen between the loudspeaker and the microphone (loudspeaker number 13 in Fig. 1), but in the second case
(Fig. 2b), there is a screen (loudspeaker number 8). Before analysis, the impulse responses have been truncated so that the
direct sound is in the beginning of the response, i.e., the propagation delay has been removed from the responses. The dis-
tance from the loudspeaker to the microphone is approximately the same in each case. The different line styles in the figures
denote the segment of the impulse response that has been used for response calculation. For clarity, the frequency response
has been smoothed with ERB scale [13] resolution.

From the figure, the influence of the screen on sound can be easily seen. The higher frequencies of the direct sound are atten-
uated more than 10dB when there is a screen between the loudspeaker and the microphone. The reverberant sound field will
bypass the screen, i.e., the level of the reverberant sound is hardly at all influenced by the presence of the screen. The attenu-
ation of the direct sound affects the localization of the sound sources and blurs directional cues. Also, the level of the highest
frequencies is rather much reduced, and this makes the sound dull. The dampening effect can also be seen in the correspond-
ing impulse responses presented in Fig. 3.

3.2 Spectral Compensation

When the simulated acoustics of a virtual environment is reproduced using loudspeakers, the room response has to be equal-
ized so that desired acoustical conditions are faithfully reproduced. Room equalization in the whole audible frequency range
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Figure 2: Frequency responses calculated from several 23.2ms segments of two impulse responses. The starting times of the
segments are: 0ms for the solid line, 30ms for the dashed line, 60ms for the dashdot line, and 90ms for the dotted line. The
responses in figure a) are for the loudspeaker on the floor in the back of the virtual room (without a screen), and those in figure
b) are for the loudspeaker on the floor to the right of the virtual room.
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is an impossible task when we have multiple loudspeakers and the listener is moving. (Room equalization has been discussed
in more detail, e.g., in [14,15]).

Filters that perform spectral compensation for the screens can be designed automatically by using, e.g., linear prediction.
With automated design methods, it is in principle possible to produce a very flat frequency response from the loudspeakers to
the listening area. In our case, the difficulty comes from the fact that high frequencies are rather much attenuated. If we
attempt to achieve a flat frequency response, the level of the high frequencies needs to be very high even when using moder-
ate overall sound pressure levels. This is not practical with normal loudspeakers; that is why we want only to partially com-
pensate for the high-frequency attenuation.

For compensation filter design, we first power-averaged the frequency responses from one loudspeaker to all nine micro-
phone positions;

, (1)

where M is the number of microphone positions, k is the index of the loudspeaker, and is the complex frequency
response from loudspeaker k to microphone position i. Additionally, the averaged response was smoothed using ERB scale
resolution, and the response was resampled using 100 frequency points equidistant on the ERB scale from 100Hz to 10kHz.
Naturally, this is done for all fifteen loudspeakers individually. As a next step we defined the desired frequency response that
is attenuated by 10dB at 10kHz with respect to the level at 100Hz, and descends linearly (on dB scale and logarithmic fre-
quency scale) in between. After determining the averaged responses and defining the desired response, we calculated the
error between the two and used this error as an input for filter design.

After trying out different filter design techniques, we chose IIR filters of order 10 designed using the Yule-Walker method
(function yulewalk in MATLAB [16]) for practical implementation of spectral compensation. There are a few reasons for
selecting such a small filter order. The computational requirements for the filters must be very modest; the compensation has
to be done for fifteen channels, and the computer must also be able to simultaneously run the auralization engine in real-time.
Additionally, the listening area inside the virtual room is so large that it is not feasible to try to compensate the response very
accurately. The chosen equalization method provides us with sufficiently uniform timbre across the whole listening area. Fig-
ure 4 shows equalized responses that correspond to the unequalized responses presented in Fig. 2. It can be seen that the
effect of the compensation filter is quite small on the responses without a screen between the loudspeaker and the microphone
(Fig. 4a), whereas the responses with the screen (Fig. 4b) are considerably altered.
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Figure 3: Impulse responses from two different loudspeakers to the center of the virtual room. Note the dampening effect of
the back-projected screen in the beginning of the response presented in (b).
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In our case, it is practically impossible to implement the digital compensation so that the level of the direct sound would be
increased with respect to the reflections; the only way to achieve this goal is to decrease the energy of the reflections by add-
ing more absorbent material to the walls of the room.

4 SYSTEM IMPLEMENTATION

The main sound processing blocks used for spatial audio reproduction in the virtual room are depicted in Fig 5. The control
input for the audio system comes from the visualization and user interaction. The input from the visualization is used to cal-
culate the locations of the sound sources and the early reflections in the virtual world. The sources are processed using digital
filters for material and air absorption, and directivity (see [6] for further details). Then the sources and reflections are panned
for the specific loudspeaker arrangement. In addition to the early reflections we have implemented the late reverberation
using efficient recursive methods. Both the early reflections and the reverberant sound are equalized for the influence of the
screens, as described in section 3.2. The input sound to the room acoustic modeling comes from a real-time multichannel
input or from one or more audio files, and the output is sent via the multichannel sound card to digital-to-analog converters
and speakers. In addition to the auralized sound, we have a consumer grade sound card in our system for voice command-
and-control purposes, so that the user in the virtual room can use spoken command phrases to control the system.

4.1 Sound Reproduction Hardware

The hardware for sound reproduction in the virtual room is built around one dual-processor PC computer running Linux
operating system. This computer acts as a central sound processing unit. The computer runs special software that is used for
room acoustic modeling and auralization, sound source panning, and equalization filtering.

The problems with using PC hardware and Linux for sound processing are mostly due to the fact that the support for
advanced multi-channel sound cards on Linux is on quite an immature stage. First we planned to use a Sonorus Studi/o card,
but the Linux drivers for this card were unusable for our purposes. As the second alternative we have successfully used
RME’s Digi9652 audio interface card with ALSA [17] drivers. Despite all the problems, the overall performance on inexpen-
sive low-latency Linux systems outperforms many other computers and operating systems.
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Figure 4: Frequency responses calculated from segments of the compensated impulse responses. The loudspeakers and the
segment boundaries are the same as those in figure 2.
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As sound sources we currently use audio files and sound synthesis applications running on the central audio processing PC or
on other hosts. The interconnections between computers and other audio equipment can be changed in a flexible manner,
because we use only standard audio cables to connect the equipment together, and we have written all the software ourselves.

Sound output from the Linux PC is taken from two eight-channel ADAT interfaces that are connected to two eight-channel
digital-to-analog converters. The current loudspeaker system in the virtual room consists of fifteen active Genelec monitoring
loudspeakers. We have plans to include subwoofer(s) in the system, because high-quality bass reproduction is vital for the
immersion in many applications.

The demands that the command-and-control application sets to the sound quality are not nearly as strict as they are for the
rest of the system. In fact, the speech recognition engine runs with a lower sampling rate (max. 22,050Hz) than the auraliza-
tion (44,100–48,000Hz). Because the voice input of the command-and-control system need not be in sample-accurate syn-
chronization with the auralization system, we use another, lower quality sound card for the voice input. This way the speech
recognition software can be run fully isolated. This also frees us from using processing power for unnecessary sampling rate
conversion.

4.2 Software Implementation

All software used for signal processing has been written with C++ language using object-oriented programming approach.
The software is split to efficient low-level signal processing library and higher level dynamic signal processing/routing tool-
kit.

Figure 5: Sound processing blocks and data flow for spatial audio reproduction in the virtual room at HUT. Large ar-
rows are used for sound signals, and smaller for control data.
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For efficient signal processing needed for the virtual room, we have implemented a low-level signal processing library
DIVADSP. The library contains generic signal processing blocks, and optimized versions of several DSP structures. The units
are combined on code level, and new combinations generally require recompilation of the application or the DIVADSP
library. This design choice favors performance over flexibility. The DSP library contains implementations for several types of
typical filter structures. Generic filter classes can be used as filters of any order, and for sake of efficiency, special implemen-
tations have been written for the most used filters of first, second, and third order. Auxiliary functions can be used to calculate
filter coefficients using a few common filter design methods.

To complement the low-level signal processing library and to make the sound system as versatile as possible, a flexible high-
level signal processing tool is required. An in-house application—called Mustajuuri—is a generic plugin-based real-time tool
that suits this purpose. With proper plugins this application is able to run the audio processing for nearly any 3D sound appli-
cation. Using Mustajuuri, we have implemented the complete audio signal processing chain containing sound synthesis,
room acoustic modeling, panning, and equalization for our virtual room. A version of Mustajuuri is available at
<URL:http://www.tml.hut.fi/~tilmonen/mustajuuri/>.

Mustajuuri is a highly modular signal processing platform. It is built of plugin authoring libraries and a real-time engine. The
base libraries act as a software development kit (SDK), while the real-time engine takes care of running the signal processing
with low latency in a separate DSP thread. Plugin is a signal processing block. There are no hard limits to how simple or com-
plex a plugin can be. The system has been tuned for plugins that are either medium in complexity (compressor, equalizer) or
complex (synthesizers, MIDI sequencers). Modularity is also a natural way to handle platform-dependent features such as
audio I/O and MIDI I/O.

A DSP network is created by connecting plugins together in run-time. Since most of the functionality comes from the plu-
gins, the system can be easily extended. New plugin types can be written in C++ and they are loaded by the application with-
out recompilation. By nature, all plugins can deal with audio signals and with events (for example MIDI events). The event
interface is also used to transmit parameters to the plugins. While the most common parameters such as numeric values and
text strings are directly supported, the user can create new parameter types if needed.

For this project, the customizability of Mustajuuri has been a deciding factor. We have been able to incorporate plugins for
flexible auralization into the software. By creating proper plugins one can control the software in a novel way—it is even pos-
sible to directly access the internal data structures of the application. Since all the source code is available, one has total con-
trol over the internals of the software. As the software is plugin-based, we do not need to do modifications to the application
when adding or modifying features.

By nature, Mustajuuri is an application that is used locally (the user and the software on the same machine). In virtual reality
applications, graphics and sound are often processed in different computers. For this reason, system components must com-
municate via network. For the needs of the virtual room, we created an auralization control plugin, that adds auralization
server features to Mustajuuri. This server is controlled via a socket interface.

We have minimized the work that is needed to add auralized sound to applications. A lightweight C++ library is used to hide
the socket interface from the client application. This library contains the logic that is needed to control the signal processing.
The normal way to use this library is like one would use a local sound-processing library: First the system is configured and
initialized for the task at hand and then the system is controlled by sending parameter changes to it.

5 APPLICATIONS

A virtual room can provide high degree of immersion for a wide spectrum of virtual environments. Eckel [18] has listed the
following application areas which can gain benefit from the use of a virtual room:

• scientific visualization and sonification [19],

• industrial data exploration,

• product presentation and marketing,

• product design and evaluation,
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• architectural planning and walk through,

• exhibition design and evaluation,

• media art installations.

All the application areas listed above could also use related 3D sound for greater impact. The main application for spatial
audio in the HUT virtual room has been auralization combined with architectural visualization [20]. In the field of media art
installations, we have created real-time virtual orchestra performances [21]. In the future we will continue the research on
voice input in virtual reality environments, visualization and sonification of building services data [22], and the use of sound
in navigation in virtual environments [23].

6 CONCLUSIONS

In this paper we have described implementation issues of 3D audio for a virtual room. We have presented a sound rendering
model for immersive audio used in virtual rooms. Also the acoustical issues including the non-optimal loudspeaker position-
ing and the effect of the screens on sound quality were overviewed. The virtual room is not an optimal listening environment
but with measurement and compensation the problems can be reduced. In this paper we have presented responses measured
in the virtual room at HUT. These responses clearly show the effect of the back-projection screens on sound. In the virtual
room at HUT, we have chosen to improve the responses by digital equalization filters. The techniques we have used allow us
to compensate for the spectral deficiencies, but the ratio between the direct sound and the reflections can only be increased by
adding more absorption to the room.

We have also presented the system implementation for spatial audio reproduction in the HUT virtual room. The core compo-
nent in our system is a dual-processor computer running Linux and custom software for real-time room acoustic modeling
and auralization. The software implementation is divided into low and high level signal processing components. The low
level implementation emphasizes efficiency, whereas the main feature of the higher level system is flexibility. The flexibility
is attained using a plugin-based approach. Future research will consist of both fundamental research on spatial audio and its
applications.
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