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Abstract. We consider practical methods for Bayesian model assessment and se-
lection based on expected utilities. We discuss relations between cross-validation
and information criteria, which can be used to estimate the expected utility of the
model. Specific criteria discussed are Akaike's (AIC), Bayesian (BIC), network
(NIC), and deviance information criteria (DIC). We aso discuss the concept of
the effective number of parameters, how it is estimated in information criteria and
describe how it can be estimated using the cross-validation approach.

Cross-validation approach approximates the expected utility using the cross-
validation predictive densities, while information criteria approximate the expected
utility asymptotically, which will not necessarily give good approximation in acase
of complex hierarchical model and finite data. Cross-validation approach uses full
predictive distribution obtained by integrating out the unknown parameters, while
information criteria use a plug-in predictive distributions (maximum likelihood,
maximum a posteriori or posterior mean), which ignore the uncertainty about pa-
rameter values and model. In cross-validation approach the distribution of the esti-
mate is relatively easy to obtain, whileit is not so easy for information criteria and
they are usually used to give only a point estimate of the expected utility, which
leads to selection of unnecessarily large models.

Essential part of the modern information criteria (like DIC) is the estimation
of the effective number of parameters pes in model. Estimation of the pe is espe-
ciadly difficult for complex hierarchical models. In the cross-validation approach,
the estimate of the pe IS not needed for model assessment or comparison, but it
may provide additional insights to models. We show that pegs can be easily es-
timated by the difference of the expected posterior predictive likelihood and the
expected predictive likelihood estimated with the cross-validation approach.



