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INTRODUCTION

» (Gaussian processes (GPs, [2]) are commonly
used modeling tools in non-parametric
machine learning.

» Prior assumptions are encoded into the
covariance function (kernel).

» We show that periodic covariance functions in
GP regression can be rewritten as state space
models.

» Reduces the problematic O(n®) computational
complexity to O(n) in the number of
observations n.

» The model is written in terms of a series of
stochastic resonators.

» Generalizes to quasi-periodic (almost periodic)
covariance functions.

GAUSSIAN PROCESS REGRESSION

» Kernel representation: In GP regression the
model functions f are assumed to be
realizations from a GP prior, and the
observations yx, k =1,2,..., n, corrupted by
Gaussian noise:

f(t) ~ GP(0, k(t, 1))
Yk = f(t) + ek, ek ~ N(0,03)

» Certain classes of covariance functions allow
to work with the mathematical dual, where the
Gaussian process is constructed as a solution
to a mth order linear stochastic differential
equation (SDE).

» State space representation: The GP regression
problem can also be given as:

df(t)

TR Ff(t) + Lw(?)

Yk = HE(tx) + ek, ek ~ N(0,03),
where w(t) is a multi-dimensional white noise
process with spectral density Q..

» The model is defined by the feedback matrix F,
the noise effect matrix L, the spectral density
Q., the stationary covariance P, and the

observation model H.
» The inference problem can now be

solved using Kalman filtering [3]
in O(nm?3) time complexity.

DEMONSTRATIONS

» A simulated example showing the
computational efficiency.

» Prediction of CO, levels using weekly data
(see [2]), where we compare the approximation
to the full GP result.

» Explaining the periodic variation in the number
of births per day in the US (see [4]).

COMPUTATIONAL EFFICIENCY
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Demonstration of the computational benefits of the state space
model in solving a GP regression problem for a number of data
points up to 10000 and with ten repetitions. The state space
model execution times grow exactly linearly.
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PERIODIC
COVARIANCE FUNCTIONS

» The canonical periodic covariance function:

2 Sin2 (wot;t/)
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where /¢ is the characteristic length-scale and
wo defines the angular velocity (period length).

» The covariance function can be expanded into
a (almost everywhere) convergent Fourier
series (7 = [t — t'])

ko(r) = 3 q? cos(juo ).
j=0

» The differential equation model is a
superposition the following kind of models [1]:

0O —wpl/
p_ 0/
7= (w0 o7)

and the diffusion part is zero (i.e. the model is
deterministic), Hf = (1 0), and P_; = ¢7l..

> The spectral (variance) coefficients g7 are
given by

o 21(?)
T exp(02)
and g5 = lo(¢72)/ exp(¢~2), where 1,(z) is the
modified Bessel function.

» Taking the J first terms in the series gives an
approximation, and this approximation
converges uniformly [1] to the actual
covariance as J — oc.

forj=1.2,...,

QuAsSI-PERIODIC
COVARIANCE FUNCTIONS

» |t is often desirable to allow for seasonable
periodic variation, allowing the shape of the
periodic effect to change over time.

» A common way of constructing quasi-periodic
covariances is to take the product of a periodic
covariance function ky(t, t') with a covariance
function kq(t, t') with rather long characteristic
length-scale,

k(t,t') = ko(t, ') Kq(t, 1),
allowing the covariance to decay away from
exact periodicity.

» The joint model corresponding to the

quasi-periodic product of the two covariance
functions can then be given [1] in a block-form:

Fj :Fq®|2—|—|q®FjF,)’

L, =Ll

Qc,j — Qg & qu I2,

P.;=P%L®P"

Hi = HIQH?
where ‘®’ denotes the Kronecker product of
two matrices.

CONSISTENCY WITH THE FuLL GP
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CO, concentration observations (n = 2227, values for years
1958—-2000 not shown in figure) together with the 95%
predictive confidence region (the shaded patch is from the state
space model, and the thin lines from the exact GP solution).
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CONCLUSIONS

» We have established the explicit connection
between periodic covariance functions and
state space models.

» This link enables the use of efficient sequential
inference methods to solve periodic GP
regression problems in O(n) time complexity.

» The approximation converges uniformly and a
rough upper bound for the error can be given in
closed-form.

» This is a ‘best of both worlds’ approach; it
brings together the convenient model
specification and hyperparametrization of GPs
with the computational efficiency of state space
models.

EXAMPLE IMPLEMENTATION

» An example implementation is available on the
author web page:
http://becs.aalto.fi/~asolin/
» The method is also a part of the GPSTUFF
toolbox for Matlab/Octave.
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EXAMPLE STUDY
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Relative number of births in the US based on daily data
between 1969-1988 (n = 7305). The first plot shows the
non-periodic long-term effects, the two latter the quasi-periodic
seasonal and weekly effects.
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