Role of image forces in non-contact scanning force microscope images of ionic surfaces
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Abstract

We consider the effect of the image interaction on the force acting between tip and surface in non-contact scanning force microscope experiments. This interaction is relevant when a conducting tip interacts with either a polar bulk sample or with a thick film grown on a conducting substrate. We compare the atomistic contribution due to the interaction between the microscopic tip apex and the sample with the macroscopic van der Waals and image contributions to the force on the tip for several representative NaCl clusters adsorbed on a metal substrate. We show that the microscopic force dominates above the plain (001) terrace sites and is solely responsible for image contrast. However, the image force becomes comparable to the microscopic force above the surface di-vacancy and dominates the interaction above a charged step.
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1. Introduction

Although the importance of image interactions has been recognised in metal-insulator interfaces, electrochemistry and other areas, their role in image formation in scanning force microscopy (SFM) has not been analysed in detail [1]. The reasons are mainly related to the small number of experimental situations where these forces were evidently important, e.g. where an ionic insulator would make a contact with a conducting tip. In particular, in most of the SFM applications on insulators, either insulating tips or oxidised Si and metal tips are employed. However, recent applications of scanning tunnelling microscopy (STM) to oxides [2] and insulating films grown on metal substrates [3], and combined applications of STM and non-contact SFM (NC-SFM) (e.g. see Refs. [4–6]) bring these interactions to the forefront. In these applications, conducting tips are interacting with thin polar films grown on metal substrates or with conducting oxides. This means that both the interactions of the tip with the film and of the film with the substrate involve the image force and it should be taken into account in analysis and interpretations of SFM images. Although the same is true for ‘contact mode’ imaging, in this paper we will focus on a more simple case of NC-SFM in vacuum.

In most NC-SFM setups the cantilever is driven...
with a constant frequency of 100–200 kHz and makes oscillations with an amplitude of about 100–200 Å above the surface [6,7]. When the end of the tip approaches the sample, the main frequency of the cantilever oscillations changes due to the tip–surface interaction. The surface image is obtained as a map of the displacements of the base of the cantilever required to maintain a constant frequency change as the tip scans the surface. Contrast in an image is produced by making displacements away from the surface bright, and those towards it dark. The most stable imaging has been obtained in the attractive region of the tip–surface interaction near the surface. Experimental [7] and theoretical estimates [8] demonstrate that, for stable imaging, the distance between the end of the tip and the surface atoms should be larger than about 4–5 Å. However, these experimental conditions are very difficult to maintain and, in most cases, the tip crashes into the surface many times during one series of experiments [9], but a change of the tip structure during one image is a relatively rare event. Therefore, the structure of the tip apex is dependent not only on vacuum conditions and tip preparation but also on the stability of imaging. Most of the metallic or doped Si tips used in SFM experiments are likely to be covered either by islands of a native oxide and/or by the surface material.

In this paper we consider the relative importance of image forces in NC-SFM contrast formation using the example of a finite cluster of NaCl adsorbed on a metallic substrate. This system has been studied in recent STM [3] and NC-SFM experiments [10,11] and is representative of a common case of an insulating film grown on a metal. First, we describe a numerical method for the effective calculation of the image force between tips and surfaces and its implementation within an atomistic simulation technique. Then we study the relative strength of the image force with respect to the van der Waals and chemical forces in different representative tip–surface systems. These include the surface terrace, neutral and charged steps, and a dipole formed by a vacancy pair at a step. Finally, we discuss the results and limitations of our method.

2. Theory

2.1. Theoretical model

We consider a conducting spherical tip of radius \( R \) interacting with a conducting semi-infinite substrate (substrate) with an adsorbed finite cluster of ionic material (sample) on it (see Fig. 1). To model contamination of a conducting tip by an ionic material, we embed a finite cubic MgO cluster oriented by one of its corners down to the NaCl cluster adsorbed on the metal substrate, as shown in Fig. 1. This model is similar to the one used in Ref. [8], except that now the tip and substrate are conductive. Their conductivity should be enough to keep their surfaces at constant potential at each point of slow cantilever oscillations. The tip and substrate are connected in a joint circuit, as shown in Fig. 1.

Bias applied to the tip and substrate will produce an external non-uniform electrostatic field and an additional contribution to the system energy, which will affect both the geometry of the sample atoms and those of the tip apex, and the force imposed on the tip. However, this effect is not very significant for typical experimental values of the bias (<1 V).

![Fig. 1. Schematic picture of the microscopic model used here to simulate the interaction between the tip and the sample. The coordinate axes are aligned with respect to the sphere centre (at \( x=y=z=0 \)) and the metal plane (at \( z=0 \)) for convenience.](image-url)
Another contribution, which can be more significant for the processes that take place in an SFM experiment, is to do with the polarisation of conductive electrodes by the charge density of the sample. The potential on the tip and substrate is maintained by external sources (we shall call them a battery). The sample charge density will change this potential. To prevent this from happening, the battery will move some charge between the tip and substrate in order to keep the potential constant. Therefore, there will be some net distribution of charge density on their surfaces that will also interact with the sample and will affect the force imposed on the tip. This kind of induced charge has been commonly referred to as the image charge and we will call this interaction the image interaction. A preliminary account of this effect in application to SFM has been given in Ref. [12], where a simple model example has been considered. Here we present the theoretical microscopic model in detail and propose an efficient method that can be used to take this effect into account in a systematic manner. Note that quantum effects in metal polarisation [13–16] are neglected here and our consideration is based entirely on classical electrostatics. According to this model, the image charge does not penetrate into the bulk of the metal. In reality, however, there is some distribution of the charge inside the metals [13–15]. However, this effect is not important for processes that occur at distances of the order of several Ångströms outside the metal and, therefore, will be neglected in this study. All the atoms comprising the microscopic part of the system are split into three regions, as shown schematically in Fig. 1. The tip apex is modelled by a cluster that is formally divided into two regions. The atoms in region 2 are allowed to adjust their positions, whereas atoms in region 1 are kept fixed in order to keep the shape of the apex. The atoms in region 1 move together with the macroscopic part of the tip and, therefore, their positions are determined only by the tip position along the vertical z-axis, which we will denote $z_t$. Atoms in region 2 follow the tip as well, since they are strongly bound to the atoms in region 1. However, their positions can change appreciably due to the tip–surface interaction. Finally, the sample atoms in region 3 are also allowed to relax, except in the two layers closest to the substrate (region 4). The interactions between atoms in regions 1 to 4 are calculated using semi-empirical interatomic potentials and the shell model to treat atomic polarisabilities. Details of these calculations are given in Section 3.1.

In order to calculate the force imposed on the tip we used the following expression for the total energy of the system:

$$U = \frac{1}{2} \sum_i v_{ij} + U_{vdW} + U_{el},$$  \hspace{1cm} (1)

where $v_{ij}$ is the interatomic potential between atoms $i, j$ in regions 1 to 4. This interaction energy is a function of both the tip position $z_t$ and the coordinates $r_{ij}$ of all atoms (and shells) involved. The energy $U_{vdW}$ represents the van der Waals interaction between the macroscopic tip and substrate and depends only on the tip height $z_t$ with respect to the substrate (see Fig. 1). Note that in the present model the macroscopic van der Waals interaction does not affect atomic positions in regions 1 to 4.

The last term in Eq. (1) represents the total electrostatic energy of the whole system. We assume that the Coulomb interaction between all atoms in regions 1–4 is included in the first term in Eq. (1) and hence should be excluded from $U_{el}$. Therefore, the energy $U_{el}$ includes the interaction of the atoms in the system with the macroscopic tip and substrate. As has been demonstrated in Ref. [12], the correct electrostatic energy should incorporate the work done by the battery to maintain the constant potential on the electrodes. This can be written in the following form [12]:

$$U_{el} = -\frac{1}{2} Q^0 V + \sum_i \frac{q_i}{\epsilon_0} + \frac{1}{2} \sum_{ij} q_i q_j \phi_{at}(r_{ij}).$$  \hspace{1cm} (2)

Here $V$ is the potential difference applied to the metal electrodes. In the setup shown in Fig. 1, without loss of generality [12], one can choose the potential $\phi$ on the metal plane to be zero, so that the potential on the macroscopic part of the tip...
will be $\phi = V$. We also note that the substrate is considered in the limit of a sphere of a very big radius $R' > R$, since the metal electrodes formally cannot be infinite [12]. The charge on the tip without charges outside the metals (i.e. when there are only bare electrodes and the polarization effects can be neglected) is $Q^{(0)}$ and the electrostatic potential of the bare electrodes anywhere outside the metals is $\phi^{(0)}(r)$. The charge $Q^{(0)}$ and the potential $\phi^{(0)}(r)$ depend only on the geometry of the capacitor formed by the two electrodes and on the bias $V$. The charge $Q^{(0)}$ can be calculated from the potential $\phi^{(0)}(r)$ as follows [17].

$$Q^{(0)} = \frac{1}{4\pi} \int \frac{\phi^{(0)}(r)}{r} \, dr,$$

where the integration is performed over the entire surface of the macroscopic part of the tip with the integrand being the normal derivative of the potential $\phi^{(0)}(r)$; the normal $n$ is directed outside the metal. Summation in the second term of Eq. (2) is performed over the atoms and shells of the sample and those of the tip apex that are represented by point charges $q_i$ at positions $r_i$. Note that only those atoms and shells of regions 2–4 are considered explicitly in the energy $U_{el}$ and included in the summation in Eq. (2) (see Section 3.1).

Finally, $\phi_{ind}(r, r')$ in Eq. (2) is the potential at $r$ due to image charges induced on all the metals by a unit point charge at $r'$. This function is directly related to the Green function $G(r, r')$ of the Laplace equation, $\phi_{ind}(r, r') = G(r, r') - \frac{1}{r} \delta(r, r)$, i.e. $\phi_{ind}(r, r')$ is a solution of the Laplace equation with the corresponding boundary conditions at the substrate or the tip surface [18]. Therefore, given the applied bias $V$, the geometric characteristics of the capacitor and the positions $(r_i)$ of the point charges $q_i$ between the tip and sample, one can calculate the electrostatic energy $U_{el}$. The problem is that the Green function for real tip-sample shapes and arrangements is difficult to calculate.

However, for a number of simple geometries, exact solutions of the corresponding electrostatic problems exist. The most common is the planar–planar geometry [19–22], although some non-planar geometries have also been considered, for example a planar–hyperboloidal [22–23], a planar–spherical [24] and a planar–planar junction with a spherical boss at one of the electrodes [25,26].

In this study we use the planar–spherical geometry of the junction, as depicted in Fig. 1. Although a similar model has already been considered in Ref. [24], no details were given and the authors of the cited paper claimed that the method of multiple images that they used did not give a well-converged expansion. Therefore, in Section 2.2 we give a brief description of our method, which is also based on the method of multiple images, together with some details that will be important later to derive the forces acting on the charges and on the tip. Our method appears to be more efficient than the one applied in Ref. [24], as we sum the series of image charges explicitly only for a small number of the first terms, whereas the rest of the series is summed analytically up to infinity. Note that a similar idea was employed in Ref. [20], where the rest of the series of image charges for the planar–planar junction was integrated.

### 2.2. Solution of the electrostatic problem of point charges inside the sphere–plane capacitor

First, let us consider the calculation of the potential $\phi^{(0)}(r)$ of the bare electrodes, i.e. the capacitor problem. We note that the potential $\phi^{(0)}(r)$ satisfies the same boundary conditions as...
the original problem, i.e. \( \phi^{(0)} = 0 \) and \( \phi^{(0)} = -V \) at the lower and upper electrodes respectively. The solution for the plane–spherical capacitor is well known [19] and can be given using the method of image charges (see also Ref. [12]). Since we will need this solution for calculating forces later on, we have to give it here in detail. It is convenient to choose the coordinate system as shown in Fig. 1. Then it is easy to check that the following two infinite sequences of image charges give the potential at the sphere and the metal planes as \( V \) and zero respectively. The first sequence is given by the image charges \( \zeta_0 = R\mathbf{v} \) and then \( \zeta_{k+1} = \zeta_k/D_k \) for \( \forall k = 1, 2, \ldots \), where the dimensionless constants \( D_k \) are defined by the recurrence relation \( D_{k+1} = 2l_1 - (1/D_k) \) with \( D_1 = 2l_1 \) and \( l = z/R > 1 \), \( z \) being the distance between the sphere centre and the plane (Fig. 1). The point charges \( \zeta_\ell \) are all inside the sphere along the normal line passing through the sphere centre. Their \( z \)-coordinates are as follows: \( z_0 = z_1 \) and \( z_{k+1} = [z - (1/D_k)] = R(D_k + 1 - l) \) for \( \forall k = 1, 2, \ldots \). The second sequence of charges \( \zeta_\ell \) is formed by the images of the first sequence with respect to the metal plane, i.e. \( \zeta_k = -\zeta_k \) and \( z_k = -z_k \). An interesting point about the images \( \zeta_\ell \) is that they converge very quickly at the unit point charge, it should be zero on both the point and the surface will be zero. At the next step we consider the charges \( \zeta_j \) and \( \zeta_i \) explicitly only up to some \( k = k_0 - 1 \) and then sum up the rest of the charges to infinity analytically to obtain the effective charge

\[
\zeta_e = \zeta_0 + \sum_{k=1}^{k_0} \zeta_k = \sum_{k=0}^{\infty} \frac{\zeta_k D_k}{D_k^2 - 1} \tag{5}
\]

where \( \zeta_0 = \zeta_1 \) for \( k < k_0 \) and \( \zeta_k = \zeta_0 \), then, \( r_{e_0} = (0, 0, z_0) \) is the position vector of the charge \( \zeta_0 \) and \( r_{e_1} = dr_{e_0} = (0, 0, -z_0) \) is the position of the charge \( \zeta_0' \) (\( \phi \) means reflection with respect to the substrate surface \( z = 0 \)). To find the charge \( Q^{(0)} \), which is also needed for the calculation of the electrostatic energy, Eq. (2), one should calculate the normal derivative of the potential \( \phi^{(0)} \) on the sphere and then take the corresponding surface integral (see above). However, it is useful to recall that the total charge induced on the metal sphere due to an external charge is equal exactly to the image charge inside the sphere [17,18]. Therefore, one immediately obtains:

\[
Q^{(0)} = \sum_{k=1}^{\infty} \zeta_k. \tag{6}
\]

Note that the potential \( \phi^{(0)} \) and the charge \( Q^{(0)} \) depend on the position \( z_0 \) of the sphere indirectly via the charges \( \zeta_0 \) and their positions \( r_{e_0} \), according to the recurrent expressions above. Therefore, one has to be careful when calculating the contribution to the force imposed on the tip due to bias \( V \) i.e. when differentiating \( \phi^{(0)}(r) \) and \( Q^{(0)} \) in Eq. (2).

Now we turn to the calculation of the function \( \phi_{disp}(r, r) \) in Eq. (2). This function corresponds to the image potential at a point \( r \) due to a unit charge at \( r' \). This potential is to be defined in such a way that, together with the direct potential of the unit point charge, it should be zero on both electrodes (the boundary conditions for the Green function). Thus, let us consider a unit charge \( q = 1 \) at \( r_0 \) somewhere outside the metal electrodes, as shown in Fig. 2. We first create the direct charge \( q \) of this charge with respect to the plane at the point \( r_{e_0} = dr_{e_0} \) to maintain zero potential at the plane. Then, we create images of the two charges, \( q = 1 \) and \( -q = -1 \), with respect to the sphere to get two image charges \( \zeta_i = -R[r_e - R] \) and \( \zeta_i = R[r_e - R] \), as shown in Fig. 2, where \( R = (0, 0, z_0) \). These image charges are both inside the sphere by construction and their positions can be written down using a vector function \( f(r) = R_1 + R_2 [ (r - R) (r - R)^2 ] \) as follows: \( r_0 = f(r_0) \) and \( r_1 = f(r_1) \). Now the potential at the surface will be zero. At the next step we construct the images \( \zeta_j = -\zeta_i \) and \( \zeta_i = -\zeta_i \) of the charges \( \zeta_i \) and \( \zeta_i \) in the plane, at points \( r_{e_0} \) and \( r_{e_1} \) respectively, to get the potential at the plane also zero. This process is continued, and in this way two infinite sequences of image charges are
constructed, which are given by the following recurrence relations:

\[
\xi_{k+1} = \frac{R}{|r_k - R|} \xi_k,
\]

\[
r_{k+1} = f(\delta r_k) = R_k + R^2 \frac{dr_k}{|r_k - R|}.
\]  

(7)

where \( k = 1, 2, \ldots \) and similarly for the \( \zeta \)-sequence. Note, however, that the two sequences start from different initial charges. Namely, the \( \zeta \)-sequence starts from the original charge \( q \) and the \( \zeta \)-sequence from its image in the plane \( -q \). The two sequences \( \{\zeta_k\} \) and \( \{\zeta_k\} \) are to be accompanied by the other two sequences \( \{\hat{\zeta}_k\} \) and \( \{\hat{\zeta}_k\} \), which are the images of the former charges with respect to the plane.

The four sequences of the image charges provide the correct solution for the problem formulated above since they produce the potential that is the solution of the corresponding Poisson equation and, at the same time, is zero both on the metal sphere and the metal plane.

It is useful to study the convergence properties of the sequences of image charges. To simplify the notation, let us assume that the original charge is in the \( xz \)-plane. Then it follows from Eq. (7) that \( x_{n+1} < x_n \). It is also seen that \( x_n \to 0 \) and \( z_n \to z_\infty = RV^2/(2k) \) (see above) as \( k \to \infty \) and the same for the \( \zeta \)-sequence. This means that the image charges inside the sphere move towards the vertical line passing through the centre of the sphere and finally converge at the same point \( z_\infty \). This is the same behaviour we observed for charges in the capacitor problem at the beginning of this section (see Fig. 2). In fact, the calculation clearly shows a very fast convergence, so that we can again sum up the series of charges from \( k = k_0 \). Thus, the image potential at a point \( r \) due to the unit charge at \( r_k \) is:

\[
\psi_{\text{ad}}(r, r_k) = \frac{1}{r - r_k} + \frac{1}{r - r_k} \left[ \frac{1}{r - r_k} - \frac{1}{r - r_k} \right]
\]

(8)

where \( \tilde{\zeta}_k = \zeta_k \) for \( k < k_0 \) and \( \tilde{\zeta}_k = \zeta_k (D_a/D_a - 1) \), and similarly for the \( \zeta \)-sequence. Here \( D_a \) is the geometrical characteristic of the capacitor introduced at the beginning of this section.

As has already been mentioned in Section 2.1, the function \( \psi_{\text{ad}}(r, r_k) \) must be symmetric with respect to the permutation of its two variables. It is not at all obvious that this is the case, since the meaning of its two arguments in Eq. (8) is rather different. Nevertheless, we show in Appendix A that the function \( \psi_{\text{ad}}(r, r_k) \) is symmetric.

2.3. The calculation of the total force acting on the tip

In order to calculate the total force acting on the tip, one has to differentiate the total energy, Eq. (1), with respect to the position of the sphere \( R \). Since we are interested only in the force acting in the \( z \)-direction, it is sufficient to study the dependence of the energy on \( z \). There will be three contributions to the force. The force from the electrostatic energy is considered in some detail in Appendix B. The second contribution to the force comes from the van der Waals interaction [27].
Finally, the interatomic interactions in regions 1–4 lead to a force that is calculated by differentiating the shell-model energy [the first term in Eq. (1)]. Therefore:

\[ F_{ij} = \frac{dU_{sh}}{dz_i} - \frac{dU_{el}}{dz_i} - \frac{dU_{vdW}}{dz_i}, \]

(9)

where \( U_{sh} = \sum_j v_{ij} \) is the shell model energy. We recall that the summation here is performed over all atoms in regions 1 to 4. Only positions of the atoms in region 1 depend directly on \( z_i \), since atoms in regions 2 and 3 are allowed to relax. However, their equilibrium positions, \( r_i^{(0)} \), determined by the minimisation of the energy of Eq. (1), will depend indirectly on \( z_i \) at equilibrium, \( r_i^{(0)} = r_i^{(0)}(z_i) \). Then, we also recall that the electrostatic energy \( U_{el} \) depends only on positions of atoms in regions 2 to 4, as well as on the tip position \( z_i \).

Let us denote the positions of atoms in regions 2 to 4 by a vector \( x = (r_2, r_3, \ldots) \). The total energy \( U = U(x, z_i) \), where the direct dependence on \( z_i \) comes from atoms in region 1 of the shell model energy \( U_{sh} \), and from the electrostatic energy \( U_{el} \). In equilibrium the total energy is a minimum:

\[ \frac{\partial U}{\partial x} = 0, \]

(10)

where the derivatives are calculated at a given fixed tip position \( z_i \). Let \( x_0 = (r_2^{(0)}, r_3^{(0)}, \ldots) \) be the solution of Eq. (10). Then, since \( x_0 = x(z_i) \), we have for the force:

\[ F_{ip} = \frac{dU[x_0(z_i), z_i]}{dz_i} = \frac{\partial U}{\partial x_0} \left[ \frac{\partial x_0}{\partial z_i} \right]_0 = \frac{\partial U}{\partial z_i} \left[ \frac{\partial z_i}{\partial z_i} \right]_0, \]

(11)

where we have used Eq. (10). This result can be simplified further. Indeed, the partial derivative of the shell-model. \( -\frac{\partial U_{sh}}{\partial z_i} \), is equal to the sum of all \( z \)-forces acting on atoms in region 1 due to all shell-model interactions, since only these atoms are responsible for the dependence on \( z_i \) in the energy \( U_{sh} \). Therefore, finally,

\[ F_{ip} = \sum_{i=1}^{4} [F_{ip}^{(0)}]_0 + \sum_{i=1}^{4} [F_{ip}^{(0)}]_0 - \frac{dU_{el}}{dz_i} - \frac{dU_{vdW}}{dz_i}. \]

(12)

where the first summation runs only over atoms in region 1. Thus, in order to calculate the force imposed on the tip at a given tip position \( z_i \), one has to relax the positions of atoms in regions 2 and 3 using the total energy of the system, \( U_{sh} + U_{el} \). Then one calculates the shell-model force, \( F_{ip}^{(0)} \), acting on every atom in region 1 in the \( z \)-direction as well as the electrostatic contribution to the force given by the last term in Eq. (12).

The van der Waals force between the macroscopic tip and sample does not depend on the geometry of the atoms and can be calculated just once for every given \( z_i \).

Although the expression for the force obtained above is exact for the model used in this study, such a calculation is quite demanding since it requires using the electrostatic energy \( U_{el} \) along side with the shell-model energy \( U_{sh} \) in the optimisation process. Most time is spent in the calculation of the forces imposed on atoms due to the energy \( U_{sh} \). Therefore, in this work we have adopted the following approximate strategy. For every tip position, all atoms in regions 2 and 3 were allowed to relax to mechanical equilibrium in accordance with the shell-model interactions only and we neglected the effect of the image charges on their geometry. To investigate the effect of this, we performed some fully self-consistent calculations in the NaCl step system. In these calculations, ions in regions 2 and 3 are allowed to relax completely with respect to microscopic and image forces. We found that the displacements of ions in the system due to image forces was less than 0.01 Å and would not affect our results.

The force acting on the tip was calculated using an equation similar to Eq. (12):

\[ F_{ip} = \sum_{i=1}^{4} [F_{ip}^{(0)}]_0 + \sum_{i=1}^{4} [F_{ip}^{(0)}]_0 - \frac{dU_{el}}{dz_i} - \frac{dU_{vdW}}{dz_i}. \]

(13)

where in the second summation we sum all \( z \)-forces acting on all atoms of region 2 due to the
The electrostatic energy $U_{el}$. The calculation of the electrostatic contribution to the forces acting on atoms is considered in detail in Appendix C.

3. Results

In order to demonstrate the relative significance of the image force with respect to the other forces, we applied the interaction model described above to calculate the tip–surface forces of several characteristic systems. These systems were chosen as they represent a surface–substrate class that has been studied extensively in STM [3] and NC-SFM experiments [10,11]. Specifically, each of the systems represents a feature that is likely to be found in experiment, and in which image forces may play a significant role in the interactions.

3.1. Details of the calculations

The systems used to calculate the forces are all set up as shown in Fig. 1, with only the exact structure of the NaCl cluster changing between systems. For these calculations the tip consists of a sphere of radius 100 Å with a 64-atom MgO cube embedded at the apex. The cube is orientated so that it is symmetric about the z-axis with a single oxygen ion at the lowest point of the tip. The top three layers of the cube fall within the sphere’s radius and constitute region 1, as shown in Fig. 1. The exact number of ions in region 1 is set so as to keep the nano-tip attached to the relaxed geometry from the shell-model calculation at each tip–surface separation. Any ions within the conducting sphere. Also, any ions closer than 2.5 Å to the sphere did not produce images within the sphere, as these would produce an unrealistically large interaction. The force on each atom in the system due to the image interaction is then calculated, and the force on the tip atoms is summed to find the contribution of the image force to the tip–surface force, see Eq. (13). This calculation is not periodic; the NaCl cluster is now a finite body. However, since our NaCl periodic cell is large enough that we can neglect the interaction between the tip images, we
can effectively consider the NaCl sample to be a finite cluster at all stages of the calculation. The only difference is that the periodic boundary conditions in atomistic simulations do not allow the atoms at the cluster border to relax as in a free cluster. However, this effect is small and does not affect our conclusions. The approach described allows us to ensure the consistency of our model shown in Fig. 1 throughout the whole modelling process.

The final contribution to the force is the van der Waals interaction. It includes the following contributions: (i) between the macroscopic Si tip of conical shape with the sphere of radius $R$ at the end [27] and semi-infinite substrate; (ii) the dispersion forces between the atoms in the sample treated atomistically; and (iii) the interaction between the macroscopic part of the tip and the sample atoms. The first contribution is calculated analytically [27]. In fact, the macroscopic contribution to the van der Waals force is the same in each of the three systems described below, as it depends only on the tip–surface separation, macroscopic sphere radius, cone-angle and Hamaker constant of the system [27]. All these quantities are identical in each system we look at, so that the van der Waals force acts as a background attractive force independent of the microscopic properties of the system [8]. The Hamaker constant needed for the calculation of the macroscopic van der Waals force is estimated to be 0.5 eV [32].

To estimate the importance of the third contribution, we have calculated explicitly the dispersion interaction between one atom and a spherical block of atoms. We found that this interaction converges to a constant value when the radius of the sphere exceeds about 30 Å. The force exerted on one atom due to this interaction at characteristics in atomistic simulations do not allow the atoms at the cluster border to relax as in a free tip–sample distances is several orders of magnitude smaller than the force between macroscopic tip and substrate. Also, the force decays with distance as $r^{-4}$. This effectively means that only the top layer of the sample contributes to the van der Waals force, and there are not enough ions in that layer for it to be significant. Therefore, we neglected this interaction in further calculations.

3.2. NaCl step

The first system studied was a stepped NaCl cluster produced by placing a $5 \times 3 \times 2$ (in terms of an eight-atom cubic unit cell) block on top of a $5 \times 5 \times 2$ block so that two corners are aligned. A schematic for the calculation cell of this system is shown in Fig. 3. This system gives us a good opportunity to study the interactions over sites of different coordination. The upper terrace of the step is a good representation of the ideal (001) surface of NaCl, as long as we remain at least three rows from the edge the forces are converged with respect to row choice. However, the ions of the step-edge have a coordination of four, compared with a coordination of five for the terrace ions.

To study the difference between these types of site we calculated the interactions over an Na ion in the terrace and a Cl ion at the step edge, as

---

Fig. 3. System schematic for NaCl step.
This means that for this system the image force acts in a similar way to the macroscopic van der Waals force, i.e. as an attractive background force that is blind to atomic identity and, therefore, does not contribute to the SFM image contrast.

3.3. Pair vacancy

The second system studied is formed by taking the NaCl step discussed in Section 3.2 and removing an Na–Cl pair of nearest-neighbour ions from the upper terrace, as shown in Fig. 5. This effectively creates a dipole on the upper terrace of the step, but does not greatly affect the original geometry of the step.

In this system we calculated the total force contributions over the ions at the edge of the pair vacancy: the Na ion labelled 1 in Fig. 5 and Cl shown in Fig. 3. This allows us to compare the effects of coordination and chemical identity with the forces between tip and surface.

The first point to note is that the macroscopic van der Waals force is the same for both anion and cation; this is an obvious effect from the way in which we calculate this interaction. It is also the least significant force at tip–surface separations less than 6 Å, as can be seen in Fig. 4.

The behaviour of the microscopic force is as would be expected for the interaction of an oxygen ion (which simulates the end of the tip apex, see above) with the ions in the surface. The force is attractive over the positive Na in the terrace and repulsive over the negative Cl at the step edge. The microscopic force becomes the dominant interaction in the system at around 5.5 Å. As the tip gets very close to the Na ion in the terrace the ion begins to displace towards the tip oxygen, greatly increasing the attractive force. When the separation is closer than around 4.7 Å the displacement of the Na ion towards the tip exceeds 1 Å. This ion instability can be seen clearly both in the microscopic and image force curves for Na in Fig. 4 and has already been described in the literature in the context of AFM [33].

The image force itself is the dominant interaction at longer ranges, but it is fairly consistent over cation and anion in the NaCl terrace. The difference in image force over the Cl and Na ions is less than 0.01 eV/Å until the instability at 4.7 Å.

This means that for this system the image force acts in a similar way to the macroscopic van der Waals force, i.e. as an attractive background force that is blind to atomic identity and, therefore, does not contribute to the SFM image contrast.

3.3. Pair vacancy

The second system studied is formed by taking the NaCl step discussed in Section 3.2 and removing an Na–Cl pair of nearest-neighbour ions from the upper terrace, as shown in Fig. 5. This effectively creates a dipole on the upper terrace of the step, but does not greatly affect the original geometry of the step.

In this system we calculated the total force contributions over the ions at the edge of the pair vacancy: the Na ion labelled 1 in Fig. 5 and Cl ion labelled 2. The force contributions as a function of tip–surface separation are shown in Fig. 6. The macroscopic van der Waals force is obviously identical to the previous example, and is here only for comparison. The microscopic force is also very similar to the previous example. This is expected, as we are still looking at the interaction over the same ions and the double vacancy of oppositely charged ions has little significant effect on this force. The removal of the vacancy ions does change the local coordination of the ions at the edge of the vacancy, but this is compensated by relaxation of these ions away from the vacancy. This compensation means that the microscopic van der Waals and electrostatic force directly over the edge ions are similar to the force over the ions in the defect-
The image force over the edge ions demonstrates very different behaviour to the plain step system studied in Section 3.2. The only similarity is that the microscopic force becomes the dominant interaction at the same distance of 5.5 Å. The image force over the Cl vacancy edge ion is attractive and almost twice as large \((-0.05 \text{ eV/Å})\) as the force over the Cl at the plain step edge \((-0.03 \text{ eV/Å})\). The image force clearly feels the defect in the terrace and the increase in force reflects the change in the local charge environment of the Cl ion. This is even more clearly shown by the image force over the Na ion at the vacancy edge. The force is much smaller than the microscopic force at all separations and actually becomes repulsive at around 6.2 Å. This means that the induced potential in the conducting tip reflects the change in local charge environment produced by the vacancy. The net interaction over the Cl ion is attractive and repulsive over the Na ion. The difference in magnitude of the image force over the two ions is due to the asymmetry of the nano-tip ions at the end of the conducting tip. Although this result implies that the image force is somewhat sensitive to the geometry of the interacting feature, it does demonstrate that the image force would feel a defect in the surface.

3.4. Charged step

In the final system studied, we looked at a charged step where similar ions run along each edge of the step. Fig. 7 shows a schematic of the calculation cell used. The system is created by taking the neutral step setup from Section 3.2 and just removing ions from four rows of the upper terrace. This charged row of ions is similar to the bridging oxygen rows seen in the TiO$_2$ (110) surface, a surface that has recently been studied experimentally by NC-SFM [34].

We calculated the contributions to the total force over a Cl ion at one edge of the step, labelled 1 in Fig. 7, and over an Na ion at the other edge, labelled 2. The force contributions are shown in Fig. 8.

The macroscopic van der Waals force for the charged step is again identical to previous examples and plotted only for comparison. The microscopic van der Waals and electrostatic forces over both the ions are increased compared with the previous two systems. Over the Na ion at the step edge the force is \(-0.1 \text{ eV/Å} \) at 5.5 Å compared with \(-0.05 \text{ eV/Å} \) at 5.5 Å for the Na ion in the terrace of the plain step. This doubling of the force is also seen over the Cl ion, where the force at 5.5 Å is 0.025 eV/Å over the charged step and 0.012 eV/Å over the plain step. This is a consequence of the
change of geometry of the charged step system: both ions have lower coordination than the ions in the plain step system. Lowering the coordination increases the gradient of the electrostatic potential around these ions and, therefore, increases the microscopic force between tip and surface.

The image force dominates the interactions over the charged step at nearly all tip-surface separations; only after the onset of Na ion instability at 4.7 Å does the microscopic attraction between the tip and the step Na overcome the image force. Over the Cl ion the image force is completely dominant, and is approximately an order of magnitude larger than the microscopic force. At the edge of the charged step, the row of similar ions produces a row of similar image charges of opposite sign in the conducting tip. In the other systems this effect is effectively compensated by the alternating ion species. As in the previous system, the image force does feel the difference between one side of the step and the other; this is manifested in the opposition of the interactions at either side of the step. Over the Cl ion the image force is attractive and over the Na ion the force is repulsive. This is a reflection of the image charge distribution produced in the tip by the charged step system, an exaggerated version of the effect seen over the vacancy. The significance of the image force above the ions of the charged step is in agreement with our preliminary results of Ref. [12], where it was found that the image force is very sensitive to the charge of the system between the electrodes.

4. Discussion

In this paper we considered the contributions to the force acting on a tip in a typical setup of an NC-SFM, including: (i) a macroscopic van der Waals interaction between the macroscopic tip and substrate that is always attractive and gives no image contrast; (ii) a microscopic force between the tip apex and the sample that we described using the shell model; for the first time (iii) the image interaction due to macroscopic polarization of the metal electrodes (both tip and substrate). The latter two contributions may be either attractive or repulsive depending on the distance to the change of geometry of the charged step system: both ions have lower coordination than the ions surface and the nature of the surface site that the tip is above. They both play a role in image contrast in the NC-SFM experiment. We clearly demonstrated in this paper the significance of the image interaction, which in some cases is the dominant force. It is especially interesting to note the ability of the image force to resolve the charged di-vacancy and charged step. This shows that the image force could be the dominant source of contrast in NC-AFM images of charged features.

In this study we have adopted several approximations that we are now going to discuss. First, note that we have assumed a particular setup for our model, in terms of the way the bias is applied to the system, as can be seen in Fig. 1. This type of setup is commonly used [35], but other possibilities may exist. For example, a setup where the tip and substrate are decoupled and their potentials are changed independently is equivalent, since only the absolute magnitude of the potential difference between the tip and the metal substrate matters.

Another limitation of the present model is that, for the calculation of the image interaction, we studied finite clusters of a particular shape. However, it is important to understand how the result of the calculation would depend on the size of the cluster if we wish to make any general conclusions about image forces in these systems. As has been mentioned in previous sections, the image force over a particular ion is somewhat
dependent on the geometry of the system being studied. Note that we cannot increase the cluster size indefinitely, since it is limited to roughly twice the radius of the sphere used to model the tip. Beyond this limit the top of the sphere affects the interaction with the surface; this is an unphysical result as, in reality, the tip has essentially infinite height at this scale. In order to investigate the effect of the size of the cluster, we calculated the image force over the same terrace Na ion as in the first system studied, but increased the size of the cluster by several hundred atoms (being still within the limit of the maximum cluster size). This effectively means that the local geometry and charge environment of the ion under the tip apex remain the same, but the total number of charges in the system changes significantly. The calculations show that the image force over the cluster does increase as the number of atoms is increased, but then converges. The increase in image force is due to the interactions of the extra charges in the system, but the difference is an order of magnitude smaller than the image force itself and so would not affect our results significantly.

For consistency, throughout this study we have used a neutral nano-tip. It is known, however, that the tips used in real experiments can be highly contaminated by external material, which may lead to tip charging. Therefore, it is relevant to study the effect of a charged tip (i.e. a nano-tip with a different number of anions and cations) on the image force. To simulate this, we added four uncompensated oxygen ions to the original nano-tip so that its net charge became \(-e\). We found that the image force more than doubles over the charged step. This system is an extreme example of this effect, but an increase in image force can be seen when using a charged tip in all the systems that have been studied here. The effects of tip contamination could be even more significant in the case of contact SFM. In previous studies of contact SFM imaging [36], the importance of ion displacements and ion exchange between tip and surface has been demonstrated. Our results here show that displacement of ions causes a large increase in the image force between the tip and surface. Ion exchange may also change the tip, again changing the image force. This means that the image force could exaggerate the effects of ion displacement on imaging of conducting materials or thin films with contact AFM.

The image force also depends on the charge distribution and ionicity of the nano-tip used, as well as the charge itself. As has been discussed in our recent paper [37], a more realistic model of an NC-SFM tip would probably consist of an ionic oxide layer covering a semiconducting silicon tip. The simplest model of this tip is an oxygen atom or a hydroxyl group adsorbed on a silicon cluster [37]. This model represents a nano-tip with a decaying ionicity as you move away from the apex. The reduction of the magnitude of the charges in the nano-tip would reduce the magnitude of the image charges in the conducting tip and, therefore, the image force.

Acknowledgements


Appendix A

In this appendix we show explicitly that the function \(\psi_{\alpha}(\mathbf{r}_A, \mathbf{r}_B)\) of Eq. (8) is symmetric with respect to its variables. First of all, one has to be clear about the notation. While considering the function \(\psi_{\alpha}(\mathbf{r}_A, \mathbf{r}_B)\), we imply that the polarising unit charge is located at \(\mathbf{r}_B\) and, therefore, all image charges and their positions entering Eq. (8) will be designated by the letter \(B\), e.g. \(\mathbf{z}_j(B), \mathbf{r}_j(B)\), etc. Consequently, while considering the function \(\psi_{\alpha}(\mathbf{r}_B, \mathbf{r}_A)\) we imply that the source unit charge is at \(\mathbf{r}_A\) and the image charges and their positions will be marked by the letter \(A\), e.g. \(\mathbf{z}_k(A), \mathbf{r}_k(A)\).

Let us now write down separately Eq. (8) for \(\psi_{\alpha}(\mathbf{r}_A, \mathbf{r}_B)\) and \(\psi_{\alpha}(\mathbf{r}_B, \mathbf{r}_A)\) and compare them term by term. For simplicity we assume that the expansions are infinite. The first terms in both expressions are obviously identical since \(\mathbf{r}_A - \mathbf{r}_B\) and \(\mathbf{r}_B - \mathbf{r}_A\). Let us now prove that the first terms in
the first sum in both expansions are also identical term by term, i.e., that for any \(k\)
\[
\bar{z}_{k+1}(A) = \frac{z_{k+1}(B)}{|r_k - r_{k-1}|}
\]  
(14)

First of all, a direct calculation shows that they are identical for \(k = 0\), which can be written down in a symbolic form as
\[
\frac{\bar{z}_{k+1}(A)}{|y - f(x)|} = \frac{z_k(B)}{|x - f(y)|}
\]  
(15)

where \(y = -R_y - R_{z} \) and the function \(f(r)\) has been introduced in Eq. (7). It is implied in the above identity that \(x = r_{k+1}\) and \(y = r_{k}\); however, it obviously holds for any choice of vectors \(x\) and \(y\). Note that this result simply corresponds to the case of a single sphere for which the potential \(\phi_{\text{sol}}(r_{k+1}, r_{k})\) is known to be symmetric [18].

Consider now the case of any \(k\). Let us denote \(\rho^0 = \partial r_{k+1}(A)\) and \(\rho^0 = \partial r_{k}(B)\) for any \(n = 1, 2, \ldots\) Then it follows from Eq. (7) that \(r_{k+1}(A)\) = \(f[\rho^0|^{n+1}]\) and \(\rho^0 = \partial f[\rho^0|^{n+1}]\) for any \(n \geq 1\) [while \(r_{k}(A)\) = \(f(r_{k})\) and \(\rho^0 = r_{k}\) for \(n = 0\)] similar formulae can be written for the charges generated by the source unit charges at \(r_{k}\). Using this notation, we have \(z_k(A) = (-1)^k z_k(B)\) and the same for \(\bar{z}_{k}(A)\) and \(\bar{z}_k(B)\), so that Eq. (14) can be rewritten as
\[
\frac{z_k(A) z_k(B)}{|y - f(x)|} = \frac{z_{k+1}(B)}{|x - f(y)|}
\]  
(16)

The expressions in the square brackets in either side of Eq. (16) can be simplified by means of the identity in Eq. (15). Namely, we use \(x = \rho^0\) and \(y = \rho^0\) to simplify the expression in the square brackets in the left-hand side of Eq. (16) and \(x = \rho^0\) and \(y = \rho^0\) in the right-hand side, giving
\[
\frac{z_k(A) z_k(B)}{|y - f(x)|} = \frac{z_{k+1}(B)}{|x - f(y)|}
\]  
(17)

Then, we notice that the denominator in the left-hand side can be transformed as follows:
\[
|\bar{z}_k| = |\bar{z}_k - f(r_k)| = |f[\rho^0|^{n+1}] - |\rho^0|\}
\]

and similarly for the denominator in the right-hand side. In addition, the product \(\bar{z}(r_k)\) is cancelled out on both sides, so that we are left with:
\[
\bar{z}_k z_k = \frac{z_{k+1}(B)}{|x - f(y)|}
\]  
(18)

Notice that the expression obtained is similar to Eq. (16) with \(r_{k+1}\) and \(r_{k}\) and the order is reduced by one. Repeating the procedure, we reduce the order again and get Eq. (18). It follows from Eq. (7) that \(\rho^0 = \rho^0\) and \(\rho^0 = \rho^0\) if \(k = 2p\) is even, this process is repeated until we get exactly Eq. (15) with \(x = \rho^0\) and \(y = \rho^0\), which is true. If \(k = 2p + 1\) is odd, however, then we will get the same expression \(\rho^0|^{n+1} = f[\rho^0|^{n+1}\) on both sides. Thus, Eq. (14) is proven \(i\) so that the first terms in the first sum in Eq. (8) are identical in the two expansions. Note again that Eq. (14) is valid for any two vectors \(r_{k}\) and \(r_{k}\).

Compare now the second term in the first sum in the expansion of \(\phi_{\text{sol}}(r_{k+1}, r_{k})\) with the first term in the second sum in the expansion of \(\phi_{\text{sol}}(r_{k+1}, r_{k})\), see Eq. (8). They are identical as well for any \(k\), term by term:
\[
\frac{\bar{z}_{k+1}(A)}{|r_k - r_{k-1}|} = \frac{z_{k+1}(B)}{|r_k - r_{k-1}|}
\]
(19)

Indeed, by construction, the image charges \(\bar{z}_{k}(A)\) are all due to the positive source unit charge at \(r_{k}\), whereas the image charges \(z_{k}(A)\) are built due to the positive source unit charge at \(r_{k}\), so that \(z_{k}(A) = -\bar{z}_{k}(A)\) and \(r_{k+1}(A) = r_{k+1}(A)\). Therefore, Eq. (19) appears to be exactly the same as Eq. (14) corresponding to one of the source charges at \(r_{k}\) rather than at \(r_{k}\). This also means that the second term in the first sum in the expansion of \(\phi_{\text{sol}}(r_{k+1}, r_{k})\) is, term by term, identical to the first term in the second sum in the expansion of \(\phi_{\text{sol}}(r_{k+1}, r_{k})\). Similarly, one can prove that the second terms in the second sum of the two expan-
The calculation of the derivatives of the second part of the energy that is to do with charges \( q_i \) proceeds in a similar manner, although the calculation is more cumbersome. We need the derivatives with respect to \( z_i \) of the induced potential, \( \phi_{\text{ind}}(r, \epsilon) \). It follows from Eq. (8) that for every charge \( q_i \) we should, therefore, consider the derivatives of the charges \( \hat{z}_i \), \( \hat{z}_i^* \) as well as of their positions \( r_i \) and \( \delta\hat{z}_i \); after that, the same calculation should be repeated for the \( \delta \)-sequence. Note that the actual dependence on \( z_i \) comes from \( r_i = (0, 0, z_i) \) in Eq. (7). Let us fix some charge \( q_i \).

We first define the derivatives

\[
I^{(0)}_{\gamma \beta} = \frac{\partial \epsilon_{\gamma \beta}}{\partial \hat{z}_i} 
\]

where Greek indices \( \gamma, \beta \) will be used to designate the Cartesian components of vectors. Using Eq. (7) one can get the following recurrent relations for the quantities \( I^{(0)}_{\gamma \beta} \):

\[
I^{(0)}_{\gamma \beta} = \delta_{\gamma \beta} + \frac{R^2}{R_i^3} \left\{ [\delta_{\gamma \beta}] I^{\infty}_{\gamma \beta} - \delta_{\gamma \beta} \right\} - \frac{2}{R_i} \sum_k \left\{ [\delta_{\gamma \beta}] I^{(0)}_{\gamma \beta} - \delta_{\gamma \beta} \hat{R}_{\beta \gamma} \hat{R}_{\gamma \beta} \right\} - \frac{2}{R_i^3} \sum_k \left\{ [\delta_{\gamma \beta}] I^{(0)}_{\gamma \beta} - \delta_{\gamma \beta} \hat{R}_{\beta \gamma} \hat{R}_{\gamma \beta} \right\}
\]

where the vectors \( \hat{R}_{\beta \gamma} = \hat{\sigma}_\beta - \hat{\sigma}_\gamma \), \( \delta_{\gamma \beta} \) is Kronecker’s delta symbol and we also defined \( \delta_{\gamma \beta} = 1 \) for \( \gamma = \beta \), \( \delta_{\gamma \beta} = -1 \). Note that this relation can be used starting for \( k = 0 \) if we set \( \hat{R}_{\beta \gamma} = \hat{\sigma}_\beta - \hat{\sigma}_\gamma \) and \( I^{(0)}_{\gamma \beta} = 0 \).

Finally, the derivatives of the charges \( \hat{z}_i \) can be calculated using their definition in Eq. (7) and the quantities in Eq. (20) as follows:

\[
\frac{\partial \hat{z}_i}{\partial \hat{z}_i} = \frac{R}{R_i} \left\{ \hat{\epsilon}_{\gamma \beta} \frac{\partial \hat{z}_i}{\partial \hat{z}_i} \sum_k \left\{ [\delta_{\gamma \beta}] I^{(0)}_{\gamma \beta} - \delta_{\gamma \beta} \hat{R}_{\beta \gamma} \hat{R}_{\gamma \beta} \right\} \right\}
\]

where again this expression can be used starting from \( k = 0 \) if we set \( \hat{\epsilon}_{\gamma \beta} = \hat{\epsilon}_{\beta \gamma} = 1 \). First, one calculates the derivatives \( I^{(0)}_{\gamma \beta} \) using the recurrent equations in Eq. (21); then the derivatives of the charges \( \hat{z}_i \) are easily calculated from Eq. (22). Then this procedure is repeated for the \( \delta \)-sequence.

The formulae obtained above allow one to
calculate the contribution to the force on the tip coming from the induced potential and the induced charge caused by every charge \( q \) in the system. This calculation proceeds by considering every charge one after another and adding its contribution to the total force. Finally, adding the contribution to the force from the bare electrodes, we get the total electrostatic force, \( F_{\text{el}} = -(dU_{\text{el}}/dz) \).

**Appendix C**

In this appendix we consider the calculation of the contribution to the force acting on some charge \( q \) from the electrostatic energy \( U_{\text{el}} \). Using Eq. (2), we obtain:

\[
F_{i\alpha} = -q \frac{\partial U_{\text{el}}}{\partial r_{i\alpha}} - q \frac{\partial \phi_{\text{ind}}}{\partial r_{i\alpha}} - \sum_j q_j \left( \frac{\partial \phi_{\text{ind}}(r_i, r_j)}{\partial r_{i\alpha}} + \frac{\partial \phi_{\text{ind}}(r_j, r_i)}{\partial r_{j\alpha}} \right)
\]

where Greek index \( \alpha \) is used for Cartesian components of vectors. Several terms emerge here. The derivative of the potential \( \phi(r) \) defined by Eq. (5) is straightforward, since the positions of the charges \( z_j \) depend only on the position \( z_i \) of the sphere. The same is also true for the derivative of \( \phi_{\text{ind}}(r_i, r_j) \) taken with respect to the first (explicit) variable of the induced potential, so that this derivative is calculated directly using Eq. (8) with respect to the first argument and then setting \( r \) to \( r_i \). The calculation of the other derivative, \( \partial \phi_{\text{ind}}(r_i, r_j)/\partial r_{i\alpha} \), is trickier and requires some subtle consideration similar to that of Appendix B. This leads to a set of recurrence relations for the derivatives of image charges and their positions. This difficulty, however, can be easily overcome by recalling that the function \( \phi_{\text{ind}}(r, r_j) \) is symmetric with respect to the permutation of its variables (Appendix A). Finally, we have

\[
F_{i\alpha} = -q \frac{\partial \phi_{\text{ind}}(r_i, r_j)}{\partial r_{i\alpha}} - \sum_j q_j \frac{\partial \phi_{\text{ind}}(r_i, r_j)}{\partial r_{j\alpha}}
\]

(23)
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