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ABSTRACT: High resolution atomic force microscopy (AFM) in liquids offers
atomic scale insight into the structure at water/solid interfaces and is perhaps the
only tool capable of resolving the nature of formed hydration layers. However,
convolution between the imaging signal and the tip/surface interactions and
hydration layers means that interpretation is far from straightforward. Modeling the
complex imaging mechanism of atomic force microscopy in liquids requires
calculation of the free energy profile as a function of the distance between AFM tip
and surface. Its derivative is the best approximation for the force acting on the AFM
tip, including entropic contributions from interactions with water molecules in
hydration layers over the surface and around the tip apex. In order to establish a
reliable approach for these simulations, we compare two methods of calculating free
energy profiles from atomistic molecular dynamics simulations, umbrella sampling
and free energy perturbation, on two model surfaces, calcium fluoride and calcium
carbonate. Our results demonstrate that both methods effectively provide equivalent free energy profiles but offer different
possibilities in terms of efficiency, constraints, and analysis of the free energy components.

1. INTRODUCTION Recent developments in speed and control mean it is
possible to even perform 3D imaging in water, and this was
applied to obtain unprecedented resolution of the structure of
water layers on mica'® and on molecular layers of different
hydrophobicity.'" The frequency vs distance curves measured
in the 3D mode (so-called “force spectroscopy”) are not
monotonic but exhibit features that can be ascribed to water
structuring above the surface. There are now well established
formulas in the literature allowing the frequency shift to be
converting into a quantitative force measurement,'> which can
be directly compared to force curves derived from the free
energy of the system. This provides an opportunity to use AFM
in liquids as a benchmark to demonstrate the accuracy of free
energy approaches. In much the same way, a fascinating variant
on the AFM has been used to probe nanoscale van der Waals
interactions without the limitations of averaging over large
planar surface areas.'® In preparation for this, we first need to
establish an appropriate free energy simulation methodology
for modeling AFM in liquids.

In order to provide a full atomistic understanding of the
forces being measured in AFM experiments in liquids, it is
important that we can demonstrate that simulations can be
performed reproducibly, without bias from technical simulation
parameters, with correct boundary conditions, and remain

Following the development of atomic force microscopy (AFM)
as a powerful tool for studies of surfaces in general, the scope of
its application has widened dramatically, with a particularly
important impact on studies in liquid environments." For
example, AFM has been a breakthrough experimental technique
in protein folding,”” where it has been possible to make a direct
link between the measured force variations and free energy
change of the unfolding transition—providing unprecedented
insight into the folding mechanism itself. In terms of local
studies, imaging in liquids now challenges the high resolutions
that have been achieved under vacuum conditions,” offering the
potential to even map individual water molecules in hydration
structures. In general, atomic resolution is achieved by
operating the AFM in frequency modulation (FM) or
noncontact (nc-AFM) mode:’ the cantilever oscillation is
driven at its instantaneous eigenfrequency, with constant
amplitude, and the site-dependent change in cantilever
frequency (frequency shift) Af is measured as the surface is
scanned. Measurements of the frequency shift as a function of
tip position allow the buildup of 2D topological images of the
surface, or by turning off the feedback loops that control the tip
location and instead following prescribed trajectories, 3D maps
of the frequency shift above a surface can be built up. The
development of low amplitude AFM techniques has proved to
be a breakthrough in difficult environments, with particular Received: ~September 26, 2012
success demonstrated in high resolution imaging in 1iquids.6_9 Published: November 30, 2012
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computationally feasible. Calculating free energy curves to
compare to experimentally recovered AFM data places a
burden on the computational techniques chosen: we need to
calculate curves over a wide range of tip and sample separations
at high resolution and with high accuracy; the magnitude of
experimental forces is such that we need to converge statistical
errors below ~5 kJ/mol over multiple (~ 10s to even 100s)
simulations. Due to the experimental method where the tip is
oscillated and can sample large areas of the free energy surface,
we cannot restrict our attention to particular regions of interest
around free energy minima. Furthermore, calculations must be
carried out at multiple lateral locations above the surface in
order to reveal the ability of the microscope tip to achieve
atomic resolution. Compared to other types of systems, such as
studies of interactions between nanoparticles or proteins with
biological membranes, hydrophobic interactions, or low-
resolution mode AFM, where similar free energy calculation
techniques have been more frequently applied,"*™" our
simulations require subtly different boundary conditions: the
tip must remain fixed with respect to rotation about its vertical
axis to reflect the experimental geometry, and as the tip is sharp
to avoid averaging over larger areas, care must be taken to
obtain statistically converged values.

Compared to AFM experiments in a vacuum, there is strong
viscous damping in the liquid. To limit oscillator noise, stiff
cantilevers (spring constant k ~ 30—50 N/m) are used, and the
oscillation amplitudes Az are very small, between 0.1 and 0.5
nm, which is on the same order as the diameter of a single
water molecule. Typical cantilever oscillation frequencies are on
the order of 150 kHz. This means that any dynamics with
higher frequency will be averaged over, and we can consider the
system to be in equilibrium during an oscillation cycle. This is
the justification for calculating free energy profiles as a function
of the tip—surface distance, for different lateral positions of the
tip, and taking the derivative as an approximation for the short-
range force measured by the AFM tip. In principle, it would be
possible to go further and follow the system from equilibrium
to nonequilibrium dynamics, which would move toward
nanotribological applications,”® but here we restrict ourselves
to the equilibrium case. Hence, the method we present cannot
be used to study site-specific energy dissipation often observed
in actual AFM experiments, which is the result of different
force—distance curves being followed during approach and
retraction of the tip.”'~>*

Recent atomically resolved FM-AFM images of the calcite
(1014) surface in water,® at some tip—surface distances,
resemble those obtained in UHV.** However, in liquid the
contrast mechanism is much more complicated, showing a
much richer variety of contrast patterns as the tip approaches
the surfaces and samples different interaction regimes. Since the
experimental data for imaging calcite both in a vacuum and
water is readily available, we choose it as one of our example
systems. In order to generalize our methodology and
conclusions we also study another ionic crystal surface, calcium
fluoride (111). Figure 1 illustrates the different surface
geometries of calcite (1014) and fluorite (111). The fluorite
surface has been studied extensively under high-resolution
vacuum conditions in combined experiments and simulations,*
and the interactions in liquids have been considered
theoretically using a free energy perturbation approach.***’
In combination, these two materials are representative of a wide
variety of characteristic surfaces—fluorite is a rigid ionic system,
while the calcite crystal introduces much more molecular
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Figure 1. The unit cells of the calcite (1014) (left) and fluorite (111)
surfaces (right), seen in top and side views. The rectangular calcite
surface unit cell contains two calcium and carbonate ions, due to the
two opposite orientations of carbonate groups. Each carbonate ion has
one oxygen atom above, one below, and one in the surface plane. In
the rhombic fluorite surface unit cell, one fluoride ion is situated above
(Fh) and one below (Fl) the surface plane of calcium ions.

flexibility and potential for complex atomic rearrangements.
Hence, we feel the study will have general relevance to
modeling solid/liquid interfaces in other ionic materials, such as
oxides, while also impacting characterization of softer materials
like organic crystals or lipid/protein membranes.

The remainder of this article is organized as follows: In
section 2 we explain the model system used to simulate AFM in
liquids and give a short summary of the two free energy
calculation methods used, umbrella sampling and free energy
perturbation. In section 3, we present free energy profiles for
calcite and fluorite. In sections 4 and 5, we compare the free
energy profiles obtained with two different methods and discuss
the accuracy of the methods and their robustness with respect
to changes in simulation parameters, using fluorite as a
benchmark system.

2. METHODS

2.1. Simulating AFM in Liquids. In order to simulate
AFM in liquids, several simplifications need to be made, as
illustrated in Figure 2a. The changes in the interactions
between the AFM tip, surface, and liquid, responsible for high
resolution images, depend mostly on atoms in a limited region
of space around the apex and surface. We set up a model of the
interface as follows: the simulation box contains several layers
of the surface material, and the remaining volume is filled with
liquid. To obtain a simulation box compatible with periodic
boundary conditions, we model the AFM tip with a nanocluster
of the material most likely covering the apex region of the tip.
To account for the missing macroscopic part of the tip and
cantilever, the nanocluster needs to be constrained to avoid
translational or rotational motion.

Silicon cantilever tips, typically used for imaging in liquids,
are covered in an amorphous silicon dioxide layer. In contact
with water, this SiO, surface will further react and form silanol
groups, Si—OH. In addition, the solution contains ions
dissolved from the sample surface, or other buffer ions added
to stabilize the system, which might aggregate on the tip
surface. Finally, the contrast obtained in frequency shift
images—which reflects the differences in site-specific inter-
actions between tip, surface, and liquid—may be enhanced after
deliberately (or accidentally) crashing the tip into the surface,
which would hint at the tip apex then being covered in surface
material. This is known to work under vacuum conditions and
can sometimes be achieved in water as well.*® In view of the
ambiguities concerning the exact nature of the tip, we model
the nanocluster representing the tip apex of the same material
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Figure 2. The simulation setup. (a) The apex of the AFM tip is
modeled as a nanocluster of the same material as the surface. (b)
Snapshot of the fluorite simulation: calcium atoms are colored in cyan
and fluorine in green. Water molecules are represented as red and
white licorice molecules. Blue lines indicate the borders of the
rhombohedral simulation cell. The harmonic umbrella potential acts
on the r, component of the vector between the center of mass of the
surface slab and the center of mass of the constrained part of the
nanocluster tip, shaded in gray. The “tip—surface distance” z
designates the distance between the lowest atom in the tip and the
topmost plane of calcium atoms in the surface. (c) Snapshot of the
calcite simulation: calcium atoms are colored in green, carbon in cyan,
and oxygen in red.

as the surface. This has the benefit of reducing the number of
atomic species in the system and the number of force field
parameters needed to describe their interactions.

To gather statistically meaningful values of the force on the
AFM tip as a function of the tip—surface distance, multiple
oscillation cycles of microsecond duration would need to be
simulated in steered molecular dynamics. Fortunately, the
microsecond time scale of the cantilever oscillation is much
slower than the time scale of librational motion or diffusion of
water molecules at room temperature. We therefore assume
that the system is in, or close to, equilibrium throughout an
oscillation cycle. In previous studies of fluorite in water,***” we
established the importance of entropic effects on the force
measured by the AFM tip, due to the presence of hydration
layers on top of the surface, as shown in Figure 3, hence the
need to perform free energy calculations, in an appropriate
statistical ensemble. The force on the AFM tip f is then given
by the derivative of the free energy, with respect to the tip—
surface separation distance z. In the canonical ensemble
(constant particle number N, volume V, and temperature T):

_ _OF(N,V, T;z2)
fr (2) = > 0
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Figure 3. Hydration layer structure over fluorite (111) from
simulation. Density profiles along z, perpendicular to the surface,
indicate that there are three distinct hydration layers over the surface.
Small insets show water molecule oxygen density maps in (x,y) planes
within the hydration layers and atomic positions in the surface
underneath: water molecules in the first hydration layer are located
above the surface calcium atoms (cyan), and second layer water
molecules are situated above the protruding fluorine atoms (yellow).
Water molecules in the third hydration layer exhibit less order in (x,y),
but their density is increased above the subsurface fluorine atoms

(green).

with the Helmholtz free energy F = U — TS, where U and S
denote the internal energy and entropy, respectively. In the
isobaric—isothermal ensemble (constant particle number N,
pressure p, and temperature T),

_ 0G(N, p, T; z)
Iy &) = =5 @

where G = U — TS + pV denotes the Gibbs free energy, or free
enthalpy.

2.2. Umbrella Sampling. Umbrella sampling is a well
established method used to compute a free energy profile as a
function of a collective variable, also referred to as a potential of
mean force (PMF).*>*° In our work, the collective variable z
corresponds to the r, component of the distance vector r = {r,,
"y r,} between the centers of mass of the tip and surface, for a
given lateral position of the tip. The free energy profile is then
given by:

F(z) = —kzT In P(z) + const 3)

where kg denotes Boltzmann’s constant, T the temperature, and
P(z) the probability distribution of z measured in the
simulation. The accuracy of such a free energy profile is
limited by the fact that configurations of the system with a high
free energy will be visited rarely (or not at all) during the
course of the computer simulation. The error of the sampled
distribution P(z) will be large around the corresponding values
of the collective variable, resulting in a large error of the
computed free energy profile F(z). Therefore, it is advanta-
geous to divide the problem into N independent simulations of
systems in which the value of z is constrained to some
intermediate value, z,;, < Z < Zyy by a harmonic umbrella
potential, U,(z) = k(z — z)? for i = 1,.,N. In each of these
simulations (called umbrella windows), a biased distribution
P,(z) is then sampled with good accuracy, over a range of Az ~
(ksT/k))'2. If there is sufficient overlap between the
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distributions in neighboring windows, the global, unbiased,
distribution can be reconstructed through histogram reweight-
ing methods, and a continuous profile of F(z) is obtained.
Assuming that all degrees of freedom orthogonal to the
collective variable have been sampled sufficiently, the free
energy calculated in this way is an equilibrium property of the
system.

2.3. Free Energy Perturbation. As in our previous
publications, we calculated the short-range force exerted on
the tip from the derivative of the potential of mean force along
the direction of tip approach;***” this force is equivalent to the
force required to hold the constrained ions in place and thus to
the force that would be transferred to the AFM cantilever.
PMFs were calculated using the free energy perturbation
method (FEP) of Zwanzig®' by performing simulations with a
numerical setup similar to that used in refs 32 and 19. To
perform this sampling, part of the tip furthest from the surface
and the central layers of the substrate were frozen and not
allowed to move during each simulation. Between simulations,
the z coordinates of all tip ions were moved toward the surface
in small (0.01—0.015 nm) steps. Freezing the top of the tip
ensures that it has no rotational freedom, which reflects the fact
that in the real experiment the nanotip is a continuation of a
much larger, macroscopic tip. Configurations were sampled
every few picoseconds from trajectories of several nanoseconds
and saved for further analysis. The sampled configurations from
the trajectory were then perturbed by rigidly moving the tip half
the distance between successive simulations, along the z axis.
Errors at each tip height could be estimated from block
averaging the variance of the free energy changes calculated
from different sections of the overall trajectory of 0.2 ns length.

Using this full FEP approach, we had to take a running
average of data from simulations at different heights to give the
PME for the central position, as the numerical differentiation of
the PMF is very sensitive to noise. Here, we modify our
approach and use FEP to directly calculate the numerical
derivative of the free energy change with respect to the tip
position. This derivative is then integrated numerically to
obtain full free energy curves. This two step approach allows us
to choose the size of the applied perturbation independently of
the distance between simulation images, in principle allowing
significantly larger distances between images to be used.

2.4. Simulation Setup. 2.4.1. Umbrella Sampling—
Calcite. The calcite system, depicted in Figure 2c consisted
of a rectangular simulation box of approximately 4 X 4 X 12
nm?’, containing seven layers of calcite, exposing the (1014)
surface perpendicular to the z direction, and 5156 water
molecules. The solid—liquid interfaces consisted of 5 X 8
surface unit cells, each containing two Ca** and CO5>~ ions.
Initial simulations confirmed that the separation between
periodic images of the slab was large enough to allow the water
in between to reach bulk-like structure. The tip was modeled by
a 125 atom (25 functional units) calcite nanocluster, which was
cut from bulk then annealed in a vacuum and finally
equilibrated in water. A recent study of calcite nanocluster
stability®® had found nanoparticles of either 24 or 32 functional
units to be the most stable, but we deliberately chose a nonideal
cluster, as this would be a more realistic model for an AFM tip
termination, while still stable on the time scale of simulation.
The nanocluster was oriented with its elongated axis
perpendicular to the interface, to simulate a sharp tip, most
likely to yield high contrast in the experiment.
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We used a recently developed force field describing atomic
interactions,>* which uses the flexible SPC/Fw model for water
and flexible carbonate ions. Molecular dynamics (MD)
simulations were carried out using the GROMACS simulation
suite.>> Lennard-Jones and Buckingham interaction potentials
were tabulated; electrostatic interactions were calculated with
the particle-mesh Ewald scheme. The cutoff distance for the
nonbonded interactions and the real space part of the
electrostatic interaction was set to 1.1 nm. The equations of
motion were integrated with the leapfrog algorithm using a
time step of 1 fs. Initial velocities were drawn from a Boltzmann
distribution, and a Nosé-Hoover thermostat with a time
constant of 7 = 0.5 ps was used to sample a canonical
ensemble at temperature T = 300 K. The weighted histogram
analysis method (WHAM) implemented in the GROMACS
distribution®® was used to compute the free energy profiles
from configurations saved every picosecond.

The starting configurations for the individual umbrella
simulations were prepared by placing the nanocluster at
different positions over the surface and adding the maximum
number of water molecules (at bulk density), compatible with
all nanocluster positions, to keep the number of water
molecules constant in every simulation. The distances between
the lowest atom in the tip and the plane of calcium atoms in the
surface varied from 0.4 to 2.2 nm. The distance was
incremented in steps of 0.05 nm between 0.4 and 0.8 nm,
and in steps of 0.1 nm between 0.8 and 2.2 nm. This was done
for 8 X 4 lateral positions over a surface unit cell. Each of the
736 simulations was run for S ns, the first 0.5 ns of which were
discarded as equilibration. Calcium and carbon atoms in the
nanocluster were restrained laterally by a harmonic potential
with a force constant k = 1000 kJ mol™ nm™2 Calcium and
carbon atoms in the middle layer of the surface slab were
constrained in ¥, y, and z, by a harmonic potential of the same
strength, to immobilize the slab with respect to the simulation
box. The force constants of the harmonic umbrella potential
constraining the distance between the centers of mass of the tip
and the surface slab were 10 000 k] mol™! nm™ for z between
0.4 and 0.6 nm, 5000 kJ mol™" nm™2 for z between 0.7 and 1.2
nm and 1000 k] mol™' nm™ for z between 1.3 and 2.2 nm.

2.4.2. Umbrella Sampling—Calcium Fluoride. The simu-
lated system is similar to our previous studies:***” the
rhombohedral simulation box, measuring approximately 3.0 X
2.6 X 7.3 nm’, contained a slab of three layers of fluorite,
exposing the (111) surface, perpendicular to the z direction.
The construction of starting configurations and simulation
setup is similar to the calcite system, unless otherwise specified.
The 72 atom fluorite nanocluster, representing the AFM tip,
was oriented in such a way that a sharp, fluorine terminated end
pointed toward the surface. The umbrella potential acted on the
z coordinate of the distance vector between the center of mass
of the surface slab and the center of mass of either the entire tip
or the upper 48 atoms in the tip. The lateral tip position was
restrained independently, by a harmonic potential acting in x
and y, either on all tip atoms or the upper 48 atoms only. The
system is depicted in Figure 2b.

Calcium fluoride and water interaction parameters were
taken from de Leeuw and Cooper,37 discarding the polar-
izability terms, and the TIP4P/200S potential was used to
model water, as in our previous studies.”**” The cutoff distance
for the nonbonded interactions and the real space part of the
electrostatic interaction was set to 0.9 nm. The equations of
motion were integrated with the leapfrog algorithm using a

dx.doi.org/10.1021/ct3008342 | J. Chem. Theory Comput. 2013, 9, 600—608



Journal of Chemical Theory and Computation

time step of 2 fs. Initial velocities were drawn from a Boltzmann
distribution, and a Nosé-Hoover thermostat with a time
constant of 7 = 1 ps was used to sample a canonical ensemble
at temperature T = 300 K. We used the LINCS algorithm to
keep the water molecule geometry rigid. The weighted
histogram analysis method (WHAM) implemented in the
GROMACS distribution®® was used to compute the free energy
profiles and an error estimate.

Free energy calculations were performed for tip approaches
over calcium (Ca), protruding fluorine (Fh), and subsurface
fluorine (Fl) atomic sites in the surface (see Figure 1). Starting
configurations were set up with the distance between the
surface and the lowest atom in the tip ranging from 0.2 to 1.2
nm. Between 0.2 and 0.5 nm, the tip—surface distance was
incremented in steps of 0.05S nm, and the harmonic umbrella
potential had a force constant k = 20000 k] mol™' nm™.
Between 0.50 and 1.20 nm, increments of 0.1 nm were used,
and the force constant was reduced to k = 10000 kJ mol™!
nm™% Each MD trajectory was run for S ns, the first 0.5 ns of
which were discarded as equilibration. After an initial umbrella
sampling run, for the free energy calculation over Ca, additional
windows at a 0.275, 0.325, and 0.375 nm tip—surface distance
were simulated, with an umbrella potential force constant of k =
40000 kJ mol™! nm™, to obtain a satisfying overlap of P(z)
between neighboring windows.

We point out that the different values of umbrella potential
force constants in calcite and fluorite were chosen empirically,
to obtain sufficient overlap of distributions in neighboring
windows, in a fixed amount of computation time. They are not
a quantitative measure of tip—surface interaction strengths at
certain distances, as can be seen from the variations in the
resulting free energy profiles.

2.4.3. Free Energy Perturbation Calculations. The setups of
the systems in terms of numbers of atoms etc. were identical to
those detailed above for the umbrella sampling calculations.

The fluorite system is identical to our previous studies.”®’
The upper half of the tip was frozen, and images were separated
by 0.01 nm. We investigated the effect of using different
perturbation step sizes on the calculated PMFs. For this system,
an NpT ensemble was used to sample configurations.

For studies on calcite, we carried out calculations in an NVT
ensemble. The entire tip was fixed and unable to relax. The
images were separated by 0.015 nm, and a perturbation size of
0.001 nm was used.

3. RESULTS

3.1. Calcium Fluoride. In Figure 4, we present free energy
profiles obtained over the calcium and two fluorine surface sites
of the fluorite (111) surface using the two calculation
approaches.

The free energy profiles obtained with umbrella sampling
and free energy perturbation are in near quantitative agreement.
Both methods are equally suited for further comparison with
experimental data, through force—distance curves derived from
free energy profiles, or simulated AFM images. This
demonstrates one of our aims. We find that the umbrella
sampling method is somewhat more efficient than our original
FEP calculations.

The calculations show significant differences in the free
energy for the approach over different surface sites, with
variations in energy of similar magnitude to those observed in a
vacuum and shown to provide good atomic contrast.
Converting the PMF into force curves experienced by the tip
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Figure 4. Free energy profiles over calcium (Ca), protruding fluorine

(Fh), and subsurface fluorine (Fl) in CaF, obtained with umbrella

sampling in the NVT ensemble (top) and with FEP/thermodynamic

integration in the NpT ensemble (bottom).

on approaching the surface, we find that between differing
surface locations there is a statistically significant contrast in the
force exerted upon the tip. The converged calculations clearly
show that there is a region from 0.25 to 0.6 nm where distinct
contrast between sites can be observed.

We decomposed the free energy calculated using the FEP in
various ways: into potential energy and entropic contributions
and into terms arising from the direct interaction of the tip and
surface and those mediated by the solvating water. We have
also considered the same tip approach in a vacuum. The
decomposition showed that the total free energy change is a
small difference between large potential energy and entropic
terms. The entropic term is mostly attractive and principally
consists of the increase in translational and rotational degrees of
freedom when water initially confined near the tip or surface is
forced away into bulk like positions, due to tip—surface
proximity. That this is the case is clearly illustrated by
comparison to calculations in a vacuum, where the evolution
of potential energy is almost indistinguishable from the overall
free energy change and is consistent with the use of static
calculations to understand nc-AFM measurements in UHV.

Decomposition into energy change due to direct interaction
of the tip and surface and the energy change mediated by the
solvent showed that above the Ca®" cation site this system has a
rather strong direct tip—surface interaction that partially
controls the appearance of a free energy well at around 0.2
nm. However, as the direct interaction is now only a
component of the total system energy, the direct tip—surface
interaction is smaller than that in a vacuum, and at larger

dx.doi.org/10.1021/ct3008342 | J. Chem. Theory Comput. 2013, 9, 600—608



Journal of Chemical Theory and Computation

distances and above anions indirect interactions due to water
reconstructing are dominant.

3.1.1. Perturbation Size in FEP. In trying to optimize this
method for computational efficiency and numerical accuracy/
stability, we attempted to increase the size of the perturbations,
allowing images to be more widely spaced, particularly when
the tip was far from the surface, as used in the umbrella
sampling calculations. However, we found that our original
perturbation of +0.005 nm was at the limit of perturbation
step-size that is numerically stable for our system. A
perturbation of +0.001 nm results in much less noise in the
calculated PMF, as shown in Figure 5. We note that the
perturbation size in our simulations is a numerical parameter,
not related to the cantilever oscillation amplitude, or other
parameters in FM-AFM experiments.
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Figure S. Free energy profiles over protruding fluorine (Fh) with

FEP/thermodynamic integration in the (NpT) ensemble with varying
sizes of the perturbation applied to the tip (in nm).

In fact, the main observable of interest for nc-AFM
simulation is the derivative of the free energy with respect to
tip height rather than dG itself. This can be numerically found
rather stably from small perturbations toward and away from
the surface. The total PMF can then be reconstructed by
numerical integration, if required. Still we find that the data
points must be closely spaced to obtain smooth curves, and we
are limited by the curvature of the PMF in the regions of main
interest to around a 0.02 nm spacing. Even optimizing as best
as we can, the FEP is several times more costly than the
umbrella sampling method.

As we have shown that we can obtain quantitative agreement
between the two methods, we have focused on the more
efficient umbrella sampling technique to explore the other
technical parameters that need to be controlled. In the next
section, we show that we can produce robust results on the
more complex calcite system using this approach. We also
examine the boundary conditions applied to the umbrella
sampling calculations to keep the tip in place and show that
they are sufficient to cover the remaining small differences
between the FEP and umbrella sampling calculations.

3.2. Calcite. 3.2.1. Hydration Layer Structure. In order to
study the hydration layer structures over the calcite (1014)
surface, we simulated a system consisting only of a calcite
surface slab and water, without a nanocluster tip. We averaged
atomic positions over 3 ns of MD in the NpT ensemble. The
observed hydration layer structures are presented in Figure 6.
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Figure 6. Hydration layer structure over calcite (1014) from
simulation: density profiles along z, perpendicular to the surface,
indicate there are three distinct hydration layers over the surface. Small
insets show water molecule oxygen density maps in (x,y)-planes within
the hydration layers, and the surface unit cell underneath.

The hydration layer structures over calcite and fluorite share
some similarities: water molecules in the first hydration layer
are situated above surface calcium ions, water molecules in the
second layer are situated over the protruding negatively charged
ion. The position of third layer water molecules is different: in
fluorite, these are situated over the subsurface fluoride ion,
whereas in calcite they are located over calcium ions, although
the lateral ordering in the third layer is quite weak for both
systems.

We note that the hydration layer structures we obtained,
using the newer, flexible set of potentials,** differ slightly from
the ones obtained with the original set of potentials by the same
authors.”® The peaks in the water oxygen density are at the
same distances from the surface, but the height of the second
peak is lower when using the newer force field. Also, the water
molecule oxygen atom positions with respect to the surface
atoms are similar in the first and second layers but differ in the
third layer.

The two force fields use different potentials for water. In the
original version, intramolecular bonds and angles in water and
carbonate ions are rigid, and the TIP4P-Ew potential®” is used
for water. In the newer, flexible version, harmonic terms for
bonds and angles are added to the potential, and the SPC/Fw
potential*® is used instead of TIP4P. The authors have refitted
the calcite—water interaction parameters to reproduce the
correct free energies of solvation. Nevertheless, the magnitudes
and positions of the point charges on the SPC/Fw water
molecule are different from the ones on TIP4P-Ew, and this is
responsible for the small discrepancies in the hydration layer
structures observed in the simulations. Without a direct
comparison to experimental force spectroscopy, we cannot at
this point comment on the accuracy of either model.*'

3.2.2. Free Energy Profiles from Umbrella Sampling. In
Figure 7, we present four of a total of 32 free energy profiles
obtained over one calcite surface unit cell, corresponding to tip
approaches over the two calcium and carbonate ions. The
calcite nanocluster tip was effectively terminated by a negatively
charged carbonate group, with a high rotational mobility. The
free energy profiles are flat at large tip—surface separations (z >
1.2 nm). As the tip approaches the surface (0.8 nm < z < 1.2
nm), small free energy barriers appear, due to the interactions
between hydration layers over the surface and water molecules

dx.doi.org/10.1021/ct3008342 | J. Chem. Theory Comput. 2013, 9, 600—608



Journal of Chemical Theory and Computation

100 ———————F— ————————7———T——T—
%\ 30 _ — Calcfum 1) _-
g == Calcium (2) L
E 60 - Carbonate (3) | _|
ﬁ = Carbonate (4) |_J
B 40f .
(= 4
8 5L ¢ @ 0|
ﬁ
b5 q ; ) J
©
5] L e
g o @.-@%0

PR I

22

L PR IS N I I E—r— |
04 06 0.8 1 12 14 16
tip surface distance (nm )

18 2 22

Figure 7. Free energy profiles over the two calcium and carbonate
groups in a calcite surface unit cell, obtained with umbrella sampling in
the NVT ensemble.

solvating the tip. For the tip approach over calcium, the tip apex
starts to interact directly with the third hydration layer at 0.6
nm < z < 0.8 nm. The increase in free energy for z < 0.6 nm is
due to the interaction with the first hydration layer. The
subsequent drop in free energy observed in the first profile for z
< 0.45 nm corresponds to a jump-to-contact of the mobile
carbonate group at the tip apex. For the tip approach over
carbonate groups, we observe a free energy barrier at 0.4 nm <
z £ 0.7 nm, caused by the interaction with water molecules in
the second hydration layer.

We conclude that the differences between the free energy
profiles over calcium and carbonate ions obtained from our
simulations are in agreement with the capability to achieve
atomic resolution in experimental AFM images of this surface
in water.® A more quantitative analysis of the free energy
profiles in terms of perturbations of hydration layer structures
as well as simulated AFM images based on the force—distance
maps derived from these free energy profiles will be published
elsewhere along with detailed experimental results.*'

3.2.3. Free Energy Profiles from FEP. We also attempted to
carry out FEP calculations for the approach of the tip over
representative cation and anion sites on the calcite surface. We
found that the FEP calculations were hard to converge for the
calcite system. In Figure 8, we show free energy profiles
obtained with a completely frozen tip. These data were
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Figure 8. Free energy profiles over calcium and carbonate ions in a
calcite surface unit cell, obtained with FEP in the NVT ensemble, using
a frozen tip. To be compared with second and fourth energy profiles in
Figure 7.
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collected for 9 ns with trajectories sampled every S ps. We get
good qualitative agreement with the umbrella sampling: The
free energies are significantly higher than for the umbrella
sampling calculation with a partially mobile tip, but the
positions of the free energy extrema are in very good
agreement. Larger free energies are expected as the tip is
unable to relax to accommodate the interaction with the
surface. These calculations do indicate that the ability of the tip
to relax is not a dominant contributor to the force contrast at
different sites. Additional 5 ns simulations allowing the lower
third of the tip to relax did not produce reasonably well
converged free energy curves.

4. ACCURACY

Since we are forced to model the AFM tip as a nanocluster, we
need to constrain lateral translational and rotational degrees of
freedom in a systematic way, to account for the missing
macroscopic part of the tip and cantilever. This will have an
influence on other degrees of freedom of the system as well and
will affect the free energy profile obtained. In order to measure
this effect, we have performed umbrella sampling simulations
on the fluorite system, varying the way in which the lateral
constraint to the tip and the umbrella potential were applied.
We also compared umbrella sampling in the NVT and NpT
ensembles. Finally, we have studied the convergence of the
collective variable histograms in the umbrella windows.

4.1. Tip Constraints. We calculated the free energy in NVT
for tip approaches over a surface calcium site, with different
constraints on the tip: the umbrella potential and the lateral
harmonic restraints could act either on all atoms in the tip or
only on the upper 48 atoms. The center of mass of the surface
slab was always taken as the other reference point for the
umbrella potential. The results shown in Figure 9 indicate that
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Figure 9. Influence of lateral tip position constraints and umbrella
potential on the free energy profile over calcium in CaF,. In the
legend, the constrained parts of the system are highlighted in color,
whereas the unconstrained parts of tip and surface are dark gray, and
the liquid is light gray.

the general shape of the free energy profile is not affected by
the choice of constraints. As expected, free energy values
become slightly lower as the number of constrained degrees of
freedom is reduced, but the changes are on the same order of
magnitude as the statistical errors of the WHAM calculation.
4.2. NpT vs NVT Ensemble. We also calculated the free
energy profile for a tip approach over a surface calcium site in
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the isothermal—isobaric ensemble. We took the same initial
configurations as for the NVT umbrella windows but applied a
semi-isotropic Parrinello—Rahman barostat with a time
constant 7, = 10 ps to maintain a pressure of p = 1 bar. The
trajectory length was increased to 7 ns, and the first 2 ns were
discarded as equilibration. The protocol for the umbrella
potentials and the lateral tip constraints was identical to the
NVT simulation. The free energy profiles obtained in both
ensembles, AG(z) and AF(z), are shown in Figure 10.
Although the absolute differences are as large as 10 kJ mol ™/,
the shapes of the profiles are very similar.

40 ' | ' | ' | ' | '

free energy profiles ( kJ/mol)

I L . I .
0.6 0.8 1
tip surface distance (nm )

Figure 10. Comparison of free energy profiles over calcium in CaF,,
obtained from constant pressure (AG) and constant volume (AF)
simulations.

We note that this type of mixed system, consisting of a solid
and a liquid, with periodic boundaries is not well suited for NpT
simulations: the main purpose of the barostat is to ensure that
the solvent reaches bulk density away from the surfaces. But
since the pressure is calculated from the virial, very small
changes in the length of the box vectors parallel to the solid slab
will lead to huge changes in pressure and oscillations of the box
vectors. In our simulation, we fixed the box vectors in x and y
according to the equilibrium values of the fluorite unit cell
vectors and effectively only allowed the box vector in z to
fluctuate. This still leads to box vector oscillations in z but
yields a more accurate behavior of the system.

4.3. Convergence of Umbrella Sampling Histograms.
The accuracy of the free energy profile calculated with umbrella
sampling depends on the following: (i) the collective variable
histograms of neighboring umbrella windows need to overlap
and (ji) the histograms in each window need to be converged.

In Figure 11, we present the time evolution of histograms of
the tip—surface distance obtained for a tip approach over a
calcium atom in CaF,, in the NpT ensemble simulation. The
total simulation time was 7 ns, and the first nanosecond was
discarded as equilibration time. For this particular system, it
takes at least S ns of time averaging to converge the histograms.
We also note that there is only a small overlap between
windows numbered 6 and 7, as well as 8 and 9, which limits the
accuracy of the corresponding free energy profile shown in
Figure 10. To improve accuracy, two additional windows, with
a stronger umbrella potential, could be introduced to cover the
regions of z that are poorly sampled. Also, the simulation time
in each window could be increased even further.
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Figure 11. Convergence of the histograms of the collective variable z
in umbrella sampling windows, for a tip approach over a calcium ion in
the CaF, surface. The histograms were obtained after 1 (red), 4
(green), and 6 ns (blue) of MD sampling in NpT.

5. DISCUSSION

The free energy profiles obtained with umbrella sampling and
free energy perturbation are in quantitative agreement. Both
methods are equally suited for further comparison with
experimental data, through force—distance curves derived
from free energy profiles, or simulated AFM images. This
also suggests that the different methods of constraining the tip
to a fixed orientation with respect to the surface are essentially
equivalent for our purposes, though we investigated this
boundary condition more carefully with the more efficient
umbrella sampling method.

The free energy calculation based on umbrella sampling is
robust with respect to the application of the umbrella potential,
as well as the lateral constraints of the tip. As long as the
constant volume simulations are carried out with the correct
solvent density in the bulk-like region of the system, they yield
similar free energies to those of the constant pressure
simulations. To this end, the simulation box size should be
equilibrated in NpT first, before individual umbrella windows
are run in NVT MD. A drawback of the umbrella sampling
simulation protocol is the lack of an a priori optimum choice for
the spacing of umbrella windows, and strength of umbrella
potentials, to obtain a good overlap of the distribution of the
collective variable, P(z), in neighboring windows. It may be
necessary to run additional windows and/or increase the
strength of the umbrella potential in subsequent simulations.

We have optimized the protocols for carrying out FEP
simulations of this system, offering a big speed up over our
original calculations and improving the accuracy of the
constructed free energy surfaces. But, the FEP method is still
several times more costly than umbrella sampling. However, an
advantage of the FEP is the ability to decompose the free
energy changes into components within a single simulation.'
Two distinct decompositions of the free energy seem to be
beneficial in understanding AFM contrast mechanisms:

(i) The direct interaction between tip and surface can be
found by repeating the perturbation procedure, on the same
ensemble sampled from the full trajectory, but setting the
charge, and any nonbonding interactions involving constituents
of water molecules, to zero. The difference between this direct
contribution and the total free energy change then comes from
water mediated interactions. The direct interaction is different
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from the vacuum interaction because the configurations to
which the perturbations are applied come from a molecular
dynamics trajectory evolved under the influence of the full
Hamiltonian.

(ii) A break down into entropic and potential components by
subtracting the potential energy from the free energy (both
terms are directly evaluated during the PMF calculation) is
performed to identify the entropic contribution to the free
energy change.

The decomposition into direct and water mediated
interactions is robust and readily achieved through post
processing saved trajectories. However, converging the
potential energy sufficiently to obtain a good decomposition
into entropic and enthalpic contributions can be challenging
and expensive. A further caveat is whether the force field
employed is expected to give a good representation of the
individual components of the free energy—or just the total free
energy at the given temperature at which the force field was
trained. Nonetheless, these analysis tools are useful in
understanding the mechanisms of imaging in solution.

In summary, we have shown that both free energy
approaches discussed are capable of statistically accurate
calculations of short-range tip—surface interaction forces. Direct
comparison between the methods yields near quantitative
agreement, despite being based on rather different theoretical
approaches. For the calcite system, it proves extremely difficult
to converge the FEP calculations, and we demonstrate that the
umbrella sampling method is more efficient in general for soft
systems. However the FEP method does offer advantages in
data analysis, which is particularly useful when analyzing the
interaction components in real experiments. Certainly, having
access to both tools for any given system is likely to greatly
increase the impact of any simulations and improve the
reliability of the comparison to experiment.

We hope that these results will encourage workers in solid/
liquid interfaces to consider recent developments in AFM
technology as both a tool for probing water structure in 3D but
also a playground for exploring, and improving, free energy
methods.
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