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Ab initio Kinetic Monte Carlo simulations of
dissolution at the NaCl–water interface†

Jian-Cheng Chen,ab Bernhard Reischl,ac Peter Spijker,a Nico Holmberg,b

Kari Laasonenab and Adam S. Foster*a

We have used ab initio molecular dynamics (AIMD) simulations to study the interaction of water with the

NaCl surface. As expected, we find that water forms several ordered hydration layers, with the first

hydration layer having water molecules aligned so that oxygen atoms are on average situated above Na

sites. In an attempt to understand the dissolution of NaCl in water, we have then combined AIMD with

constrained barrier searches, to calculate the dissolution energetics of Na+ and Cl� ions from terraces,

steps, corners and kinks of the (100) surface. We find that the barrier heights show a systematic

reduction from the most stable flat terrace sites, through steps to the smallest barriers for corner and

kink sites. Generally, the barriers for removal of Na+ ions are slightly lower than for Cl� ions. Finally, we

use our calculated barriers in a Kinetic Monte Carlo as a first order model of the dissolution process.

1. Introduction

The dissolution of sodium chloride (NaCl) into liquid water is a
very common phenomenon in our everyday life, and can readily be
verified by dropping a spoonful of table salt in a glass of water.
However, the dissolution process is not well understood on the
molecular level, and yet it remains key in a variety of processes,
such as atmospheric chemistry and in particular cloud electrifica-
tion and coastal erosion.1 As is the general case for studying crystal
growth and dissolution,2–6 the specific atomic structure at the
interface between the crystal and water, and especially the hydra-
tion structure, plays a crucial role in the dissolution mechanism.

An obvious approach to investigate the dissolution process in
atomic detail is via simulation. However, theoretical modeling of
these processes is hindered by the gap between the time and
length scales of the macroscopic dissolution and those of the
underlying atomic processes. A single ionic dissolution is a rare
event, which is unlikely to happen on the time scale of a
molecular simulation, and therefore the dissolution needs to
be driven artificially. But since this is a complex mechanism,
involving collective solvent dynamics, the choice of an appro-
priate ‘reaction coordinate’ is generally non-trivial, and care
must be taken to ensure sufficient sampling of all the degrees
of freedom orthogonal to the reaction coordinate(s). The system
sizes and time necessary to model the dissociation still pose a

huge challenge to an approach based on ab initio molecular
dynamics. While it is possible to study the adsorption energetics
and geometries of individual water molecules, or even full
molecular layers, on crystal surfaces from first principles,7–11

studies dealing with fully solvated systems of NaCl surfaces, or
ion pairs, usually resort to empirical interaction potentials.12–15 As
this significantly reduces the computational effort, it is possible to
obtain sufficient statistics to take entropic contributions from the
solvent into account. However, different empirical potentials may
demonstrate significant variability in energetics of water mole-
cules in hydration layers and ions in the crystal surface.16

Recently, ab initio molecular dynamics simulations have been
used to study the initial stages of the NaCl dissociation in water.17–20

Using metadynamics and transition path sampling, these simula-
tions identified the dissolution reaction pathway for Na+ and Cl�

ions from a kink, and calculated the dissolution free energy profile.
Our own recent study,21 explored the dissolution of small NaCl
clusters and determined that the difference between dissolution of
Na+ and Cl� arises due to faster water mediated elongations of
individual ionic bonds to Na+, but a significantly slower process for
the last bond in comparison to Cl�. In the present study, we
calculate free energy barriers of dissolution for different surface
sites (e.g., edges, corners, kinks, etc.), using ab initio molecular
dynamics simulations (AIMD). This study complements and
extends these previous AIMD studies, as we focus on all possible
dissolution sites and determine their free energy barriers. To the
best of our knowledge this rigorous approach is the first of its kind
at this scale. Based on these free energy barriers and appropriate
attempt frequencies, we are able to determine reaction rates for
the dissolution from each of the possible surface sites, which can
then be used to construct a Kinetic Monte Carlo (KMC) model.
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This allows us to bridge the time scales between the atomistic
details and the microscopic dissolution mechanism of an extended
system of NaCl in water, shedding light on the entire pathway of the
dissolution of a larger NaCl crystal.

The remainder of this article is organized as follows: in Section 2,
we present simulations of the NaCl/water interface based on
empirical atomistic interaction potentials using classical molecular
dynamics, serving as a preparation platform and statistical bench-
mark for the AIMD simulations which are subsequently presented
in Section 3. These simulations are performed to systematically
compute dissolution barriers for Na+ and Cl� ions from the
different surface sites. In Section 4, we present the KMC simulations
of the dissolution of an extended NaCl surface and nano-
cluster. Finally, in Section 5, we summarize our results and give
a critical assessment of the strengths and limitations of the
methodology employed in this study.

2. Classical molecular dynamics study

In order to assess the minimum system size necessary to
describe the hydration layer structures at the NaCl(100)/water
interface correctly, we performed molecular dynamics (MD)
simulations with an empirical interaction potential based on
the OPLS-AA description of Na+ and Cl� ions, and the SPC/E
model of water,22 using the GROMACS simulation package.23

The reference system consisted of a p(4 � 4) slab of NaCl(100),
6 layers thick, and B1000 water molecules in periodic bound-
ary conditions. The thickness of the water volume between
periodic images of the NaCl slab was sufficient that hydration
structures on either side of the slab would not interact. This
system is simulated for 10 ns at a temperature of 300 K and
pressure of 1 bar, using a Nosé–Hoover thermostat24,25 and a
Parrinello–Rahman barostat.26 Several smaller systems, with a
water layer of finite thickness on top of the NaCl slab are
created as well, and are run for 10 ns in NVT to collect good
statistics on hydration layer structures, and assess the errors
introduced by finite size effects as well as the presence of a
second interface to vacuum. The water molecules’ oxygen atom
density profiles along the direction perpendicular to the sur-
face, shown in Fig. 1, indicate the presence of at least two well
defined hydration layers at the NaCl(100)/water interface,
which are located around 2.4 and 6.2 Å and are in good
agreement with previous MD simulations.27,28 For all the small
systems studied, the introduction of a second interface to the
vacuum did not affect the position and height of the first and
second peaks in the oxygen density, compared to the reference
system. A small peak in oxygen density at the water/vacuum
interface is introduced, but the lateral water distributions
within the first two hydration layers remained unaffected.
We chose the p(4 � 4) cell with 256 water molecules, and the
p(3 � 3) cell with 144 water molecules for further studies using
ab initio molecular dynamics, and used the equilibrated output
of the classical simulation as starting configurations. This size
of system is also compatible with the ordering scale predicted
in earlier experimental studies.29

3. Ab initio molecular dynamics
simulations

To perform the ab initio molecular dynamics simulations (AIMD)
we used the CP2K code with the QUICKSTEP module,30 where the
basis set is a hybrid of Gaussians and plane waves. The Perdew–
Burke–Ernzerhof (PBE) functional31,32 is employed to describe the
exchange and correlation energies. Van der Waals interactions are
calculated using DFT-D3, in which both the pairwise dispersion
correction term C6R�6 and three body correction term C9R�9 are
included.33 A plane wave cutoff energy of 270 Ry was found to
converge the full system’s equilibrium structure well in compar-
ison to experimental data – very minor differences were seen in
the structure of water at higher cutoffs. For sodium, the different
pseudopotentials and plane wave cutoff were tested in our earlier
work.21 In this work we used a one-electron pseudopotential for
Na – this is well converged within a 270 Ry cutoff and gives
comparable results to a larger 9-electron pseudopotential with
600 Ry cutoff. Hydrogen atoms were replaced by Deuterium, to
enable a larger time step of 1 fs. The temperature was kept
constant at 348.15 K using a Nosé–Hoover chain thermostat24,25

with a time constant of 300 fs, to obtain the correct diffusion
coefficient of water as if it is at room temperature.

Starting from system configurations obtained with the
classical potentials described above, we calculated 54 ps AIMD
trajectories of a p(4 � 4) NaCl slab with 256 water molecules,
and a smaller p(3 � 3) NaCl slab with 144 water molecules.
Periodic boundary conditions are applied in x, y, and z. In the
z-direction periodic images of the NaCl slab are separated by
20 Å to avoid spurious interactions, introducing a vacuum
above the water molecules. The AIMD trajectory is significantly
longer than the time scale of hydrogen bond network fluctua-
tions (approximately 0.5 ps34,35), and therefore we assume that
the results are essentially not correlated to the starting configu-
ration obtained from classical dynamics.

A. Hydration layer structure

In Fig. 2 a representative snapshot of our simulations is shown
together with the hydration layer structures on the p(4 � 4) and
p(3 � 3) NaCl slabs (as measured by looking at the water oxygen
density perpendicular to the surface) compared to the results from
the classical MD simulations. The water density profiles perpendi-
cular to the surface have been smoothed using a Gaussian filter of
width 0.2 Å. The density profiles perpendicular to the surface
obtained from first principles are very similar to the ones obtained
with empirical potentials: the first peak in water density corre-
sponding to the position of the first hydration layer is around 2.5 Å
above the surface, and a second peak can be clearly observed at
6.2 Å. The fourth peak around 13 Å is caused by the second interface
between liquid layer and vacuum, and the third peak around 9 Å
might be caused by the presence of both interfaces simultaneously.
The height of the first peak in the AIMD simulation, after applying
the Gaussian filter, is 1.44 g cm�3, which is in good agreement
with the density maximum of 1.40 g cm�3, observed previously by

Liu et al.17–19 on top of a smaller 3
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The lateral density plot within the first hydration layer
(Fig. 2c) confirms that water molecules in the first hydration
layer are situated mostly over Na+ ions. This agrees with
theoretical work by Yang et al.,36 however as our system is
larger, we can exclude artificial over-structuring due to lateral
periodicity. Some water molecules also reside over Cl� ions,
which corresponds to the shoulder in the first peak of the
density profile along z. Water molecules further away from the
surface than this first layer do not exhibit any strong lateral
ordering in our simulations.

B. Dissolution energy barriers

So far we have only considered flat NaCl surfaces of different
sizes and only focused on the water structuring on these
surfaces from a classical and ab initio point of view. In the case
of ion dissolution, if we consider a perfect, infinite surface, it is

clear the first step is the dissolution of either an Na+ or Cl� ion,
creating a vacancy in the otherwise flat surface. Following this,
it is very plausible that the energy barrier for the dissolution of
an ion adjacent to the vacancy is different from the barrier in
the case of the dissolution from the flat surface. As the dissolu-
tion process continues, different types of surface sites will appear
each with its own dissolution energy barrier. Of course, for a real
NaCl crystal surface, many of these sites will exist even before the
dissolution process begins. For the NaCl(100) surface we have
identified the following seven possible surface sites (see also
Fig. 3) for either a Na+ or a Cl� ion: (a) an ion within the flat
surface, (b) an ion adjacent to a vacancy within the flat surface,
(c) an ion on a step edge, (d) an ion on a step edge adjacent to a
vacancy, (e) an ion at a kink site (one layer island), (f) an ion at
another kink site (one layer island), and (g) an ion at corner site
(two layer island). We would like to point out that in the previous

Fig. 1 (a) Water molecule density profiles (smoothed using a Gaussian filter) as a function of the distance to the NaCl(100) surface, obtained from
classical MD simulations for the following system sizes: (b) four layer p(2 � 2) NaCl cell with 64 water molecules, (c) four layer p(3 � 3) cell with 144 water
molecules, (d) four layer p(4 � 4) cell with 256 water molecules, and (e) six layer p(4 � 4) cell and bulk water. The purple and green spheres represent Na+

and Cl� ions, and the red and white spheres represent O and H atoms of water molecules, respectively.
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studies of the NaCl–water interface17–19 only configuration (e)
was considered, although later studies of water adsorption
considered further sites.20 For each of those systems we have
performed AIMD simulations and for comparison reasons we
have also conducted some of the simulations with both the
p(3 � 3) and the p(4 � 4) cell.

To calculate the different energy barriers for the dissolution
of Na+ and Cl� ions for each of these seven surface sites
(14 different systems when considering both the Na+ and the
Cl� ions) we used the constraint method.37 In this method the
radial distance between an ion initially within the surface and
the center of mass of the 12 closest ions in one of the layers
underneath it is constrained to a certain value r. By integrating
the average force hF(r)i acting along the direction of the con-
straint distance vector r, the free energy profile as a function of
the constraint distance r can be calculated38 as

EðrÞ ¼
ðr2
r1

FðrÞh idr; (1)

where r1 and r2 denote the initial and final constraint distances,
respectively. The forces we obtain are averaged over 10 ps at
each value of the constraint distance, and then interpolated
using a cubic spline. The barriers are converged to within a
standard error of 0.05 eV. Note that at the barrier position,
the constraint force hF(rb)iT should be zero in principle. From
the free energy surface map in ref. 19, we conclude that the
distance between the ion and the surface by itself is a satis-
factory reaction coordinate, so we have converted our con-
straint distance into the same reaction coordinate as well,
and in the remainder we always refer to this converted reaction
coordinate. The energy barrier for dissolving was taken as the
first maximum encountered in the free energy profile before
reaching to cutoff at 3.0 Å. When using this constrained
method the configurational space available to the constrained
ion is reduced, and as such the free energy should be corrected
for by adding a purely entropic contribution of 2 kBT ln r
(see supplementary information of ref. 39). However, in the
present study this correction term is smaller than the error in

Fig. 3 Models of the different NaCl(100) surfaces used in the computation of the energy barriers. The purple and green cubes represent Na+ and Cl�

ions, respectively, whereas the light blue cubes represent vacancy sites. The numbering of the models corresponds to the numbering used in the text.

Fig. 2 In (a) a representative snapshot of the water structure from the AIMD simulations is shown. The same color scheme to color the atoms is used as
in Fig. 1. In (b) the water density distribution perpendicular to the NaCl(100) surface is shown both for the (3 � 3) and (4 � 4) system. This density profile is
aligned with the snapshot in (a). In (c) the lateral density profile for the first hydration layer on top of the NaCl(100) surface is shown (blue indicating low
density and yellow a high density). Here, the white circles indicate a spot in the underlying crystals being occupied by a Na+ ion and similarly the white
triangles indicate a Cl� ion.

Paper PCCP



This journal is© the Owner Societies 2014 Phys. Chem. Chem. Phys., 2014, 16, 22545--22554 | 22549

the free energy calculation, and can therefore be safely ignored.
Comparisons to metadynamics approaches,19,21 including com-
mittor tests around the transition state,19 indicate that this
reaction coordinate is a reasonable choice.

In Fig. 4(a) the free energy profiles we computed are shown
for all systems, with the Na+ ions on the left and the Cl� ions on
the right. In this figure the colors indicate the different surface
sites (see above and legend) and the value we considered to be
the barrier height is indicated by a cross mark. We would like to
point out that we have computed the free energy profile for
each of the systems up to at least 3.0 Å, but in the figure we
deliberately dotted the lines after reaching the barriers as
typically the results of the constrained method are less accurate
after this barrier as much greater sampling is needed in less
ordered water layers. In Table 1 we also list the values for each
of the barriers, indicating also whether the simulations are for
the p(3 � 3) or p(4 � 4) cell systems.

From our results it is clearly visible that regardless of the
type of ion, the dissolution of an ion from the flat surface has
the highest barrier (0.54 eV for Na+ and 0.70 eV for Cl�). Once a
surface atom is removed the barrier of dissolution drops
considerably and after a few more atoms are dissolved the
barriers reach a lowest value of 0.14 eV for a kink site on a one

layer island. This agrees with the earlier atomic force micro-
scope (AFM) experimental works by Dai et al.,40 that the water
molecule adsorptions were observed at the step edges when the
NaCl surface is exposed at low RH (less than 35%). They also
found that the steps on the NaCl(100) surface flow very easily
and become invisible at a high RH of 73%.40 This should
correspond to the dissolving process of the step and related
kink sites.

In the case of the dissolution from the flat surface a clear
barrier seems to be absent (e.g., the free energy for Cl� reaches
its maximum at the highest value for the reaction coordinate,
green line in right figure), as either it keeps increasing or
plateaus. However, if we release the constraint in the simula-
tion at the distance where we assume the barrier height is at its
maximum, the ions do not return to their vacated surface sites
within 14 ps. In fact, after the ion has moved far enough away
from the surface, a water atom will takes it place in the surface
and, thus, fills the vacancy. In fact, in each of the cases the
dissolving ion leaves a vacancy behind it will always be filled
with a water molecule, see Fig. 4(b) and (c).‡

To put these dissolution barriers from a completely flat
surface into perspective we have also performed one simulation
where we dissolve a Cl� ion from a flat surface but without the
water. In this case the energy barrier for dissolution is at
3.67 eV, significantly higher than in the fully hydrated case,
indicating the importance of water in catalyzing the dissolution
process of the neighboring ion.

The relatively high barriers for the detachment of Na+ and
Cl� ions indicate that the flat surface of NaCl(100) surface is
inert, which agrees with the AIMD results discussed previously
that the water contacted p(4 � 4) and p(3 � 3) surfaces are

Fig. 4 In (a) for either Na+ (left) or Cl� (right) ions the dissolving barriers as a function of the reaction coordinate are shown for all seven possible
positions as explained in the text (different colors and line style, see legend). The crosses mark the maximum value for the respective barrier. In the legend
the system, either p(3 � 3) or p(4 � 4), or one (1L) or two (2L) layer islands is indicated in the brackets. In (b) and (c) the process of the dissolution of an ion
using the constraint method is shown in side view for both a flat surface (b) and a step edge (c). In both cases a water molecule (in blue) can be seen to
occupy the space left behind by the dissolving ion (in orange). More details of the dissolution process can be seen in the movies in the ESI.†

Table 1 Barrier heights (eV) and vibrational frequencies (cm�1) for different
sites at the NaCl(100) surface when dissolving an ion into water

Surface site
Barrier
for Na+

Barrier
for Cl�

Vibr. freq.
for Na+

Vibr. freq.
for Cl�

Flat p(3 � 3) 0.54 0.70 146 141
Vacancy p(3 � 3) 0.10 0.27 169 150
Step p(4 � 4) 0.26 0.23 174 158
Step vacancy p(4 � 4) 0.23 0.18 174 158
Kink (one layer island) p(3 � 3) 0.14 0.17 166 140
Kink (one layer island) p(4 � 4) 0.15 0.12 166 140
Corner (two layer island) p(4 � 4) 0.15 0.12 166 140

‡ In the ESI† there is a movie showing in detail the dissolution process and
vacancy occupation mechanism as depicted in Fig. 4(b and c).

PCCP Paper



22550 | Phys. Chem. Chem. Phys., 2014, 16, 22545--22554 This journal is© the Owner Societies 2014

stable after 54 ps of propagation. This result also agrees with
the previous AIMD result by Liu et al.,17,18 but disagrees
with the previous DFT works by Cabrera-Sanfelix et al.41 that
dissolving Cl� ion from the NaCl(100) surface experiences a
very low barrier about 0.05 eV at high relative humidity (RH).
The location of their barrier position is also closer to the
surface at about Z = 2.0 Å, which is probably due to the surface
temperature being set to 0 K. For the kink site atoms, the
dissolving barriers are both around 0.15 eV. The Cl� ion
dissolving barrier height agrees very well with the previous
result of 0.13 eV.19 However, in their work, the Na+ ion dis-
solving from the kink site experiences a much larger dissolving
barrier of 0.3 eV, which should indicate that the Cl� ions will
dissolve into liquid water at first.

4. Kinetic Monte Carlo

To bridge the gap between the time scale of the atomistic
processes leading to the dissolution of a single Na+ or Cl� ion
from a given surface site, and the time scale of the dissolution
of a microscopic NaCl crystal, we use a Kinetic Monte Carlo
(KMC) approach,42,43 which allows us to accurately describe
this dissolution process based on our AIMD kinetics. In a KMC
simulation several events (dissolution from a flat surface, kink
site, etc.) happen based on a rate Rij computed from transition
state theory, which depends on the nature of the site i, the type
of ion j and the temperature T. Furthermore, the time between
two (different or similar) events in the KMC simulation
depends also on the same rate Rij = uije

�Eij/kBT, where Eij is the
free energy barrier previously computed for the specific site (i)
and ion ( j), uij its vibrational frequency obtained from the
Fourier transform of the respective atomic trajectory in the

AIMD barrier search, and kB is the Boltzmann constant. All
vibrational frequencies we computed can also be found in
Table 1. In our KMC simulations, only the forward dissolving
process is considered – the backward process of NaCl surface
growth is ignored for simplicity. Furthermore, kink sites and
step vacancy sites are all approximated as corner sites since the
barriers are the same within our AIMD errors.

Using this KMC method, the dissolution of a periodic
NaCl(100) surface and a finite cubic NaCl crystal are investigated.
For the periodic surface, we used a (50� 50� 5) supercell, with a
surface area of 812 nm2 and containing 10 000 Na and Cl atoms
in each layer. Periodic boundary conditions are applied along x
and y directions, parallel to the surface, and the bottom layer is
fixed to resemble the bulk structure. The NaCl nanocrystal is
modeled by a (25 � 25 � 25) supercell, with 14 nm side length
and containing 125 000 atoms.

On the defect-free, periodic NaCl(100) surface the first ion
dissolution occurs at 1382 ns. After this event a vacancy has
appeared in the surface, and as a consequence the time step in
the KMC algorithm rapidly decreases and only after an addi-
tional 4 ns the time step has reached its smallest value of 365 fs
(about 4 order of magnitudes faster). This decrease is a direct
consequence of the occurrence of step, kink and corner sites
while more and more ions are dissolved. When the time step
has reached its minimal value approximately half of the surface
atoms in the first layer (5000 atoms) have dissolved. For the
next 2 ns the time step remains this small, but then rapidly
increases as there are less and less step, kink and corner sites
available, eventually leading to the complete dissolution of the
first layer. After the first layer has completely dissolved, the
second layer starts dissolving in a similar way, including a
comparable waiting time before the first dissolution event
occurs. In Fig. 5(a) four representative snapshots of the

Fig. 5 In (a) four snapshots at different times in the KMC dissolution for the periodic slab simulation are shown. Atoms in the first layer are in green and
gray for the second layer. The arrow in the top left figure shows the site where the dissolution nucleates. In (b) the evolution of the number of surface,
vacancy, step and corner (kink) sites during the dissolution is depicted. The inset in (b) shows the entire range of surface site numbers. Time is measured
since the first dissolution event at 1382 ns and during the displayed time only the atoms in the first layer dissolve.
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dissolution of the first layer are shown, illustrating how the
process starts from an initial atomic defect. From this figure it
can also be inferred that during the process of dissolution the
number of ions of either site type changes dynamically, which
is shown in Fig. 5(b). Over the entire process the number of step
sites increases faster than any other site type (except the surface
site type) and has a maximum of 280 just before the dissolution
starts to slow down. In comparison the maximum number of
kink sites is 70, whereas the number of vacancies at the steps
never comes above 15. It is worth noting that the number of
surface sites never falls below the number of any of the other
site types.

The dissolution of the NaCl nanocrystal differs considerably
from the periodic slab, as already from the start possible
nucleation sites for dissolution exist (corners and steps along
the edges of the cube). The first event already occurs at 761 fs
and the time step rapidly decreases to 40 fs when about 5000
atoms are dissolved (compared to 365 fs after the same amount
of dissolved ions in the case of the periodic slab). As corner
sites are more likely dissolved than step sites, the initially cubic
nanocrystal gradually becomes more spherical as can be seen in
Fig. 6(a). A very recent AFM study by Bruzewicz et al.,44 has
shown that a 83 nm NaCl nano particle’s corner rounding up at
a relative humidity of 52%, which agrees with our KMC
predictions as shown in Fig. 6(a) (c–d) where the corners of
the 14 nm crystal disappear. Because in our KMC approach
crystal regrowth is excluded, the nanocrystal becomes as sphe-
rical as it can be and as a consequence the number of corner
(or kink) and step atoms keeps increasing with time, see
Fig. 6(b). After approximately 1.2 ns the number of step sites
exceeds the number of surface sites and, similarly, after 1.4 ns
the number of surface sites falls below the number of corner
sites as well. Also, both the number of corner and step sites
keeps increasing and only starts to level off because of the finite

size of the nanocrystal. On the other hand, the number of
vacancy sites remains more or less constant at around 450.
Even for smaller nanocrystals (11 � 11 � 11 supercell) with or
without initial defects like steps or vacancies the same dissolu-
tion process (from cube to spherical) is observed, although the
initial time step size may be different.

In both cases the majority of ions dissolve via corner/kink
site (88% and 92% for the periodic and nanocrystal system,
respectively) or via step sites (11% vs. 7%), and both the vacancy
or surface sites make up about 1% for both systems. Similarly,
when looking at the total probabilities for each site to dissolve
(i.e., the sum of each individual probability at each time step for
the given site type) it is clear that corners are favored (87%) over
the steps (10%), vacancies (3%) or surface sites (less than 1%).
Only in the initial onset of dissolution are these probabilities
different, especially for the periodic slab, as it needs at least
one surface site atom to dissolve before any other mechanism
can kick in.

5. Discussion

In this work we have studied the dissolution process of a NaCl
crystal using both a first principles and kinetic approach. We
have first shown that our ab initio MD method is in good
agreement with results obtained from classical MD simulations
of the hydration structure. Subsequently we have systematically
determined the energy barriers an Na+ or Cl� ion encounters
when dissolving from all possibly different sites (surface, kink,
step, etc.) of the crystal. Based on characteristics obtained from
these AIMD simulations we constructed a Kinetic Monte Carlo
model that we used to study much larger NaCl systems, which
are unfeasible to model with either ab initio or classical MD
simulations. We have shown that most of the dissolution of

Fig. 6 In (a) the dissolution of the nanocrystal is depicted by using four representative snapshots. The corresponding evolution of the number of surface,
vacancy, step and corner (kink) sites is shown in (b).
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ions from the NaCl crystals occurs by ions dissolving from
corners or steps and only a very limited fraction from surface or
vacancy sites. Nonetheless, in order for an ion to dissolve from
a perfect surface, its higher barrier needs to be overcome,
which takes a considerable amount time, and as such limits
the dissolution. Consequently, a nanocrystal (with exposed
corner and step sites) dissolves much faster.

Even though our approach is rigorous and offers significant
insight into the processes involved in dissolution, it has its
drawbacks. The computational power required to compute the
barriers for each of possible ions and sites is considerable
(e.g., one such simulation easily takes about 20 days on 512
processors). In this case we are dealing with a relative simple
system and still we are pushing the computations to the current
limits. Applying this method to much larger and complex solid–
liquid interface systems seems at the moment to be limited by
the computational resources available to us. Alternative approaches
based on implicit continuum solvation models may offer a
significant improvement in speed, at the cost of losing molec-
ular detail.45–47

Furthermore, the cost of obtaining the trajectories with the
AIMD method makes it difficult to achieve adequate time
sampling over the collective water molecules dynamics. This
can be best seen in Fig. 2(c), where even after averaging over
54 ps, some disparities between equivalent positions with
respect to the surface atoms remain. Since the dissolution free
energy depends on the re-arrangement of the hydrogen bond
network, in order to accommodate and stabilize the dissolved
ion, it is expected to be sensitive to inadequate sampling – from
comparison of Fig. 2(c) with the equivalent density from
classical MD run for 50 ns, it is clear that full equilibration
has not yet been achieved (or can be in a reasonable time).

In order to assess the error introduced, we repeated the con-
straint calculation with Na+ ions at three different positions in
the p(4 � 4) NaCl surface, and compare the free energy profiles
obtained to the original p(3 � 3) one in Fig. 7. Indeed, the
energy profiles vary between surface sites, but in three of the
four cases the general shape of the curves is very similar, and
the energy barriers are all between 0.5 and 0.6 eV – even for the
smaller 3 � 3 system. One dissolution curve (the red line in
Fig. 7) leads to a slightly lower energy barrier of 0.4 eV, which
still is considerably higher than the closest energy barrier for a
different (step) site at 0.26 eV.

Although we used the computed barrier energies in our KMC
model, it seems that most of the kinematics follow from the
hierarchy in the barrier energies (i.e., surface sites dissolve
more unlikely than corner sites), and that the exact numbers
play less of role in qualitatively describing the dissolution of an
NaCl crystal. This also opens up the possibility to use more
general KMC models to study dissolution processes of more
complex systems, where the AIMD simulations can be used only
to assess the hierarchy in energy barriers (without computing
the full trajectory) and other parameters might be assessed
from classical MD simulations as well. This is of particular
interest when recent developments in atomic resolution ima-
ging of surfaces in liquids are considered. The AFM has been a
powerful tool for high resolution studies in vacuum for almost
two decades,48 especially on NaCl,49,50 but more recent studies
have opened the door to atomic and molecular resolution in
liquid environments.51–54 By rapidly scanning a surface, AFM
can also be used to study dissolution processes in real time55

potentially even in high resolution with the latest techniques.
Combining our KMC model with tools for directly simulating
high resolution AFM in liquids56–58 would be a very powerful

Fig. 7 Different free energy barriers for dissolving an Na+ ion from a flat surface for four different ions (the green line is the same as in Fig. 4a).
The crosses mark again the maximum value for the respective barrier.
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approach for resolving and proving the details of salt dissolu-
tion at the atomic scale.
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