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Abstract
It is difficult to achieve low expense and high accuracy in computational 
methods, yet it remains a key objective in atomistic approaches. In solid state 
physics, advanced atomistic potentials using reactive force fields have shown 
promise in delivering both. However, these methods have not been applied 
widely beyond their development environment and thus their strengths and 
weaknesses are not fully understood. In this work we present benchmark 
calculations on silica (SiO2) and hafnia (HfO2) structures, comparing a 
leading charge optimized many-body potential to a more advanced density 
functional calculation. We find that although the atomistic potential gives 
excellent results for bulk structures, it has severe shortcomings when applied 
to small systems with low coordinated atoms. We also establish clearly the 
components of the many-body potential and how these relate to predicted 
physical properties.

Keywords: oxides, many-body potentials, computational methods, defects

(Some figures may appear in colour only in the online journal)

1.  Introduction

In all fields of computational physics, including more complexity and accuracy in computa-
tional models improves the accuracy and reliability of the obtained results but comes at the 
cost of increased computational cost. Especially quantum mechanical calculations are usually 
computationally very demanding and therefore phenomenological and semi-classical models 
are interesting as cheap alternatives. In solid state physics, density functional theory (DFT) [1] 
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is often the method of choice being one of the most efficient quantum mechanical methods, 
which can handle systems of even thousands of atoms. Still, even DFT is usually too expen-
sive if one wishes to analyse very large systems or sample a set of systems in order to obtain 
statistics. More efficient, but less precise methods include for example tight binding models 
[2] and empirical potentials [3–5].

By empirical potentials we refer to methods where electrons are not explicitly included in 
the model (often described as force field models or even just atomistic potentials). Instead,  
the electronic contribution to the behaviour of the system is taken into account by describing the 
interactions between atoms using an effective potential energy which is a function of only the  
positions of the atomic nuclei. This approach obviously cannot give information on properties 
that require explicit knowledge of the properties of the electrons, such as charge transfer and 
bond creation/breaking. However, if one is interested in structural properties, calculations can 
be made more efficient by several orders of magnitude if electrons need not be included in 
the model. Advanced atomistic potentials include more degrees of freedom than just the posi-
tions of atoms [6], but are still much more efficient than quantum mechanical techniques. For 
instance the ReaxFF [7] and charge-optimized many body (COMB) [8] families of potentials 
also take into account atomic charges, i.e. partial electron transfer, in order to improve the 
description of electrostatic interactions, and these potentials have shown promising results in 
the description of organic molecules [7, 9] and solid state materials such as silicon and silica 
[8, 10] as well as several metal oxides [6, 11–13].

In general, atomistic potentials are constructed by choosing a way to represent the poten-
tial energy function as well as a relevant set of reference data such as experimental results or 
results from more advanced levels of theory. The representation may be built from mathemati-
cal functions, chosen using physical insight [14–17]. Alternatively, the representation can be 
constructed without assuming any particular functional form using tabulation or automated 
procedures such as machine learning [18, 19]. These potentials are typically characterized 
by a large number of parameters which are fitted to the reference data. This is a difficult 
problem, but if done well, the resulting potential can describe the system at least in some 
part of the phase space. The fitting procedure makes sure the potential reproduces the proper-
ties that were included in the reference data, but it depends on the mathematical representa-
tion whether interpolation and extrapolation is successful beyond the points included in the  
reference data. Especially if a potential has been fitted against bulk properties, it may fail to 
describe clusters, and vice versa.

In this work, we test the COMB potential for describing defects in silica and hafnia. Silicon 
and its oxide are the key materials of the semiconductor industry, while hafnia is increasingly 
important as high dielectric insulators in modern devices [20]. However, as the scale of these 
devices is approaching the atomic scale, individual defects are having an ever increasing impact 
on device reliability [21–23]. Tools are needed for analysing and identifying the defects present 
in these materials and understanding how to control them. Computational analysis of individual 
defects can be done routinely with DFT [24], but more efficient yet sufficiently reliable methods 
are needed in order to dynamically simulate the formation of defects and sample the phase space 
for stable defect structures [25]. The family of COMB potentials has been parameterized for 
both of these materials and thus they potentially offer a set of tools for accomplishing this task.

COMB potentials have been constructed primarily to reproduce bulk and interface proper-
ties, and their reliability for describing defects and other irregular structures is less clear. We 
benchmark the potential against DFT by analysing a group of small silica clusters, whose 
properties are fairly well understood [26–28]. In addition, we study the demanding challenge 
of the diffusion of oxygen interstitials in hafnia, already extensively studied [29–31], allowing 
a direct comparison.
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2.  Methods

2.1.  COMB potentials

The charge optimized many-body potentials (COMB) were introduced to allow large scale 
simulations of semiconductor and oxide materials [8]. Three versions of COMB exist with 
somewhat different formulation [6], representing different materials. In this work, we focus 
on the second generation of the COMB parameterization of silicon, silica, and hafnia [10, 11]. 
We refer to this formulation simply as COMB in the following.

COMB describes the atomic system in terms of atomic positions { }r  and effective atomic 
charges {q} which are both allowed to evolve dynamically. In a dynamic simulation, charges 
are assumed to respond to changes in the system much faster than atomic positions, and so 
charges are allowed to find an equilibrium after each change in the spatial coordinates. This 
can in principle be done using any non-linear optimization method. In the standard implemen-
tation of COMB, equations of motions are written also for the charges and a damping term 
is included to converge the trajectories to an equilibrium position. Note that energy is not 
conserved in this scheme, and so energy conserving dynamics cannot be simulated with this 
method alone. In this study, however, we only probe minimum energy configurations and do 
not consider dynamics at all. Next, we consider the components of COMB in detail, as there 
are some contradictions between existing literature and the approximations in the actual code 
being routinely used.

A fictious inertia Mq is assigned to the atomic charges and the system is described by the 
Lagrangian [32]

({ } { } { } { }) ({ } { })∑ ∑ ∑ν= + − −L q q m M q U q qr r r r˙ , ˙ , ,
1

2
˙

1

2
˙ , ,

i
i i

i
q i

i
i

2 2
� (1)

where the last term is a Lagrange multiplier for the constraint of fixed total charge = ∑Q qi i. 
This leads to the equations of motion for the position and charge of atom α

= −∇α α αm Ur̈� (2)

ν= −
∂
∂
−α

α
M q

U

q
¨ .q� (3)

The term χ = −∂ ∂α αU q/  is the inverse electronegativity, i.e. electropositivity of atom α.  
A direct calculation shows that ν= −∑ ∂ ∂ −M Q U q N¨ /q i i , where N is the number of atoms, 
and so for fixed total charge we must have =Q̈ 0 and ¯ν χ= − ∑ ∂ ∂ =N U q1/ /i i  is the aver-
age electropositivity [32]. Finally, in order to dissipate the kinetic energy associated with the 
dynamic charges, a dissipative term is added to (3). Thus, the equations of motion for the 
charges become

¯χ χ η= − −α α αM q q¨ ˙ ,q q� (4)

where ηq is an effective friction coefficient for the dynamic charges.
The COMB potential energy is given by

( ) ( )
∑ ∑ ∑= + +U U U U ,

i
i

i j
ij

i j k
ijk

self

,

mb

, ,

bend
� (5)

where Ui
self is the self-energy of atom i, Uij

mb contains pair and manybody interaction involving 

the bond between atoms i and j, and Uijk
bend is the bond bending energy of the bonds between 
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atoms i-j and j-k. The summations go over all atoms i, all pairs (i, j) and all triplets (i, j, k), 
respectively. The mathematical formulation of these terms is described below, and values of 
all the numeric parameters are given in table 1.

The self energy of an atom describes the energy associated with charging an atomic site. 
In COMB, this is expressed as a polynomial and penalty terms (called ‘barrier functions’ in 
COMB)

( ) ( )∑ χ χ= + − + −
=

< >U c q c q q c q q .i
n

i n i
n

q q i q q i
self

1

4

, min min
4

max max
4

i imin max
� (6)

Here c are parameters and χ <q Q is the characteristic function, which is 1 for q  <  Q and 0 oth-
erwise. This means an extra penalty term ( )−c q qimin min

4 is applied if the charge qi is less than 
qmin and the term ( )−c q qimax max

4 is added if q is greater than qmax. This is meant to keep the 
charge qi between the limits qmin and qmax.

The bending term Uijk
bend describes the energies associated with bending atomic bonds.  

For silica, the bond bending terms are applied for Si–O–Si and O–Si–O bond angles, while 
Hf–Hf–Hf angles are treated in hafnia. Altogether the contribution is

= + +− − − − − −U U U Uijk ijk ijk ijk
bend Si O Si O Si O Hf Hf Hf� (7)

where

( )( ) ( )χ θ θ= −− −
− −U f f K cos cosijk ijk ij

R
jk
R

ijk ijk
Si O Si Si,O,Si Si,O,Si

Si O Si
2� (8)

( )( ) ( )χ θ θ= −− −
− −U f f K cos cosijk ijk ij

R
jk
R

ijk ijk
O Si O O,Si,O O,Si,O

O Si O
2� (9)

( )( ) ( )χ θ=− −U f f K L cos .ijk ijk ij
R

jk
R

ijk ijk
Hf Hf Hf Hf,Hf,Hf Hf,Hf,Hf

6� (10)

Here ( )χijk
A,B,C  is 1 only if the atoms (i, j, k) are a triplet A  −  B  −  C of the corresponding ele-

ments and 0 otherwise, and L6 is the sixth order Legendre polynomial. The functions f are 
cutoff functions for ensuring finite lengths for the bonds. These functions are defined as

( )

⩽

⩽

⎧

⎨
⎪⎪

⎩
⎪
⎪

⎡
⎣
⎢

⎛
⎝
⎜

⎞
⎠
⎟
⎤
⎦
⎥π= +

−
−

<

>

f r r r

r r

r r

r r
r r r

r r

, ,

1,

1

2
1 cos ,

0,

soft hard

soft

soft

hard soft
soft hard

hard

� (11)

and they make the interactions disappear continuously as the atomic distance r changes from the 

soft cutoff rsoft to the hard cutoff rhard. We use the shorthand notation ( )=f f r R R, ,ij
R

ij ij ijsoft, hard, , 
where rij is the distance between atoms i and j and the cutoff radii, R ijsoft,  and R ijhard, , are parameters.

The term Uij
mb contains pair and manybody interactions,

= + + +U U U U U ,ij ij ij ij ij
mb repulsive attractive Coulomb correction� (12)

where the terms represent repulsive and attractive bonding potentials, the electrostatic poten-
tial, and additional corrections, respectively.

Given the maximum and minimum charges of an atom, qmax and qmin, respectively, and the 
changes in atomic diameters associated with these charges, dmax and dmin, as well as a scaling 
exponent n, the following derived parameters are calculated
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Table 1.  Values for the parameters used in the COMB potential.

Interaction Parameter Value Reference

Ui
self c1 Si: 0, O: 5.634 41, Hf: 0 [10, 11]

Ui
self c2 Si: 3.625 14, O: 7.689 60, Hf: 3.139 52 [10, 11]

Ui
self c3 Si: 0, O: 4.514 27, Hf: 0 [10, 11]

Ui
self c4 Si: 0.087 07, O: 1.330 08, Hf: 0.009 41 [10, 11]

Ui
self cmin 1000.0 Lammps

Ui
self cmax 1000.0 Lammps

Ui
self qmin Si:  −3.6, O: −1.651 41, Hf:  −3.6 Lammps

Ui
self qmax Si: 3.6, O: 4.954 14, Hf: 3.6 Lammps

Uijk
bend K Si–O–Si: 2.60, O–Si–O: 0.3122, Hf–Hf–Hf: 0.008 [10, 11]

several Rsoft Si–Si: 2.8, O–O: 2.6, Hf–Hf: 3.65, Lammps
Si–O: 2.55, Si–Hf: 3.11, Hf–O: 3.225

several Rhard Si–Si: 3.0, O–O: 3.0, Hf–Hf: 4.05, Lammps
Si–O: 3.05, Si–Hf: 3.41, Hf–O: 3.375

Uij
mb qmin Si:  −4.0, O:  −1.8349, Hf:  −4.0 [10, 11]

Uij
mb qmax Si: 4.0, O: 5.5046, Hf: 4.0 [10, 11]

Uij
mb dmin Si: 1.651 725, O: 0.001 48, Hf: 0.261 52 [10, 11]

Uij
mb dmax Si: −1.658 949, O: −0.001 12, Hf: −0.259 18 [10, 11]

Uij
mb n 10 [10, 11]

Uij
repulsive Ã Si: 1830.80, O: 3326.699, Hf: 707.5303 Lammps

Uij
repulsive λ Si: 2.4799, O: 5.36, Hf: 2.069 563 [10, 11]

Uij
attractive B̃ Si: 471.18, O: 260.893, Hf: 55.942 16 [10, 11]

Uij
attractive α Si: 1.7322, O: 2.68, Hf: 0.959 614 [10, 11]

Uij
attractive β Si: ⋅ −1.1 10 6, O: 2.0, Hf: 0.046 511 [10, 11]

Uij
attractive μ Si: 3, O: 1, Hf: 1 [10, 11]

Uij
attractive η Si: 0.787 34, O: 1, Hf: 1.011 011 [10, 11]

Uij
attractive c Si: 100 390, O: 6.6, Hf: 0 [10, 11]

Uij
attractive d Si: 16.218, O: 1, Hf: 1 [10, 11]

Uij
attractive h Si: −0.598 26, O:  −0.229, Hf: 0 [10, 11]

Uij
attractive bsoft same as Asoft, except (Si–O)–O: 2.95, Lammps

(Hf–Hf )–O: 3.225

Uij
attractive bhard same as Ahard, except (Si–O)–O: 3.45 Lammps

(Hf–Hf )–O: 3.375

Uij
Coulomb ζ Si: 0.772 871, O: 2.243 072, Hf: 0.679 131 [10, 11]

Uij
Coulomb σ 3.535 53 Lammps

Uij
Coulomb Csoft 11.5 —

Uij
Coulomb Chard 12.0 Lammps

Uij
field ν1 Si: −0.499 378, O: −3.922 011, Hf: −3.928 750 [10, 11]

Uij
field ν2 Si: 2.999 911, O: 0.971 086, Hf: 4.839 580 [10, 11]

−Uij
HfO overcoordination Eover 0.16 [10]

(continued )
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¯ ( )= +q q q
1

2i i imin, max,� (13)

( )δ = −q q q
1

2i i imax, min,� (14)

¯⎛

⎝
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⎞

⎠
⎟⎟δ

= −
−

a
q

q
1i

i

i

n 1i

� (15)

[ ( )]
[ ( )]

=
−
−

m
d d d

q q q

ln /

ln /
i

i i i

i i i

max, max, min,

max, max, min,
� (16)

( )
=

−
−

g
d d

q qi
i i

m

i i

min, max,
1/

max, min,

i

� (17)

˜
δ

=
| |

g
a

q
.i

i
n

i

1/ i

� (18)

Also a charging function is defined as

( ) ( )= + | − |D q d g q q .i i i i i i
m

max, max,
i� (19)

Here, equation (15) is defined according to [12, 33] which differ from the original formulation 
in [8].

Using these definitions and the additional parameters Ãi and λi, the repulsive potential is 
written

( ) ( )= λ−U r q q f A q q, , , eij ij i j ij
R

ij i j
rrepulsive ij ij� (20)

( )λ λ λ= +
1

2
ij i j� (21)

−Uij
HfO overcoordination τ 0.10 [10]

−Uij
HfO repulsion Ω 0.14 [10]

−Uij
HfO repulsion r1 2.2285 [10]

−Uij
HfO repulsion r2 1.8935 [10]

−Uij
HfO repulsion Rsoft 2.5135 Lammps

−Uij
HfO repulsion Rhard 2.5635 Lammps

−Uij
HfO repulsion R̃soft 1.9435 Lammps

−Uij
HfO repulsion R̃hard 1.8935 Lammps

Note: All units are in terms of eV, Å and electron charges. The reference ‘Lammps’ refers to the COMB parameters 
provided with the potential included in Lammps simulation package and the hard coded values found in Lammps 
source code. In cases where the values reported in literature differ from those given in Lammps, the latter have been 
used.

Table 1.  (Continued )

Interaction Parameter Value Reference
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( ) ( ) ( )=A q q A q A q,ij i j i i j j� (22)

( ) ˜ ( )= λA q A ei i i
D qi i i� (23)

The attractive part is similar,

( ) ( )= α−U r q q f b B q q, , , eij ij i j ij
R

ij ij i j
rattractive ij ij� (24)

( )α α α= +
1

2
ij i j� (25)

( ) ( ) ( )=B q q B q B q,ij i j i i j j� (26)

( ) ˜ [ ˜ ( ˜ ) ]( )= −| − |αB q B a g Q qe ,i i i
D q

i i i i
mi i i i� (27)

but it also includes an extra charge scaling function in (27) and a Tersoff-type bond order fac-
tor bij [16] resulting in many-body interactions

( ˜ ˜ )= +b b b
1

2
ij ij ji� (28)

˜ ( ) ( )
⎡

⎣
⎢
⎢

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

⎤

⎦
⎥
⎥∑β ξ γ θ= +
η η

≠

−

b r r1 ,ij j
k i j

ijk ij jk ijk ijk
,

1
2j

j

� (29)

( ) ( )ξ = α −
µ µ

r r f, eijk ij jk ij
b r rij

j
ij jk

j
� (30)

( )
( )

γ θ
θ

= + −
+ −

c

d

c

d h
1

cos
,ijk ijk

j

j

j

j j ijk

2

2

2

2 2
� (31)

where βj, µj, ηj, cj, dj, and hj are parameters.
COMB includes the electrostatic interaction between charged atoms as a screened Coulomb 

interaction calculated between s-type Slater orbitals. In practice this means that atomic charges 
are represented by charge densities

( )ρ
ζ

π
= ζ− | − |qr e ,i i

i r r
3

2 i i� (32)

where ri is the position of the atomic centre and ζi is a decay constant. Then, the Coulomb 
energy between atoms i and j is

( ) ( )
∫πε

ρ ρ
=

| − |

′

′
′E r r

r r

r r
1

4
d d .ij

i jCoulomb

0

3 3� (33)

This can be calculated analytically [34]. For two atoms of the same species, ζ ζ ζ= =i j , the 
result is

( ) ( )⎜ ⎟
⎡
⎣⎢

⎛
⎝

⎞
⎠

⎤
⎦⎥πε

ζ ζ ζ= − + + + ζ−E
q q

r
r r r

1

4
1 1

11

8

3

4

1

6
e ,ij

i j

ij
ij ij ij

rCoulomb

0

2 3 2 ij� (34)
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and for different species, ζ ζ≠i j, using the shorthand κ =
ζ ζ

ζ ζ

+

−ij
i j

i j

2 2

2 2, we obtain

πε
κ κ ζ

κ κ ζ

= − − + +

− + − +

ζ

ζ

−

−

⎜ ⎟

⎜ ⎟

⎡
⎣⎢

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎤
⎦⎥

E
q q

r
r

r

1

4
1 1

1

4
2

1

4
e

1
1

4
2

1

4
e .

ij
i j

ij
ij ij i ij

r

ij ij j ij
r

Coulomb

0

2 2

2 2

i ij

j ij

( ) ( )

( ) ( )

�

(35)

In general, we can separate the long range 1/rij and the exponentially decaying parts and write

[ ( )]
πε

ζ ζ= −E
q q

r
u r

1

4
1 , , ,ij

i j

ij
i j ij

Coulomb

0
� (36)

where the exponential contribution u, due to the decay in Slater charge density (32), is defined 
through equations (34) and (35).

However, COMB is parameterized for a screened Coulomb interaction [35], where equa-
tion (36) is modified to

( )
⎡

⎣
⎢

⎛
⎝
⎜

⎞
⎠
⎟

⎤

⎦
⎥ ∑πε σ

ζ ζ
πε σ π

= − −U
q q

r

r
u r q

1

4
erfc

2
, ,

1

4

1

2
.ij

i j

ij

ij
i j ij

i

N

i
Coulomb

0 0

2
� (37)

Technically, this corresponds to an Ewald summation without including the reciprocal space 
summation of long range interactions in a periodic system. The physical interpretation of 
the parameter σ is that it is the width of the gaussian charge densities screening the atomic 
charges.

Using screening ignores the long ranged part of the Coulomb interaction, but it also makes 
the sum (37) converge rapidly. In the Lammps version of COMB, the Coulomb sum is trun-
cated using the transformation

˜ ( ) ( ) ( ) ( ) ( )⎧
⎨
⎩

=
− − − <

>
′

U r
U r U C r C U C r C

r C0
,hard hard hard hard

hard
� (38)

where Chard is a cutoff distance. This form ensures smooth termination of the potential energy 
and forces, i.e. ˜ ( )→ =U rlim 0r Chard

 and ˜ ( )→ =′U rlim 0r Chard
. In our own implementation of 

COMB (see Methods below), we have also compared this to truncation by a cutoff function

˜ ( ) ( )=U r f U r .C� (39)

and a discontinuous cutoff (U(r) jumps to 0 at the cutoff). With long enough cutoffs, the  
difference between the methods is very small, although in dynamic simulations the differences 
will eventually accumulate to produce different trajectories. A discontinuous cutoff may also 
cause a drift in total energy, but in COMB this is usually minor compared to the energy lost 
during charge optimization.

Finally, COMB introduces a group of corrections to bias certain configurations and force 
the correct energetic order for the most common silica and hafnia polymorphs. These are the 
field, over-coordination, and repulsion correction.

= + +− −U U U U .ij ij ij ij
correction field HfO overcoordination HfO repulsion� (40)

The field correction is applied to all atoms, over-coordination correction to Hf–O bonds, and 
the repulsion correction modifies the repulsive interaction between Hf and O.

The field correction is defined as
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( )
πε

ν ν ν ν= + + +U
r

q q q q
1

4

1
.ij

ij
i i i i j j j j

field

0
5 ,1 ,2

2
,1 ,2

2
� (41)

This follows the definition found in Shan et al [10] (where it is called the penalty function) and 
Lammps source code, not the one given by Devine et al [12]. The field correction is truncated 
using similar cutoff transformations (38) and (39) as the Coulomb potential. Since U field is not 
exponentially decaying, the truncation effect is more pronounced here than for the screened 
Coulomb interaction. Still, the difference between different truncation methods is small for 
static configurations.

The Hf–O overcoordination correction is

( ) ⎡
⎣⎢

⎛
⎝
⎜

⎞
⎠
⎟

⎛
⎝
⎜

⎞
⎠
⎟
⎤
⎦⎥

χ χ χ= ∆
+

+ ∆
+τ τ

−
∆ > ∆ ∆ > ∆

U f E
1

1 e

1

1 e
ij ij ij

R
i j

HfO overcoordination Hf,O
over 0.2 0.2i i j j

�

(42)

( )∑χ∆ = −f 7.i
k

ik ik
RHf,O

� (43)

The summation in (43) goes over all the neighbors of atom i, essentially counting the number 

of neighbors. The function ( )χik
Hf,O  is 1 only if the atoms i and k are a Hf–O pair, ensuring only 

Hf–O bonds are considered. If the coordination of the atom is over 7 (Hf coordination in the 
monoclinic phase), ∆ > 0i , and the correction penalizes such overcoordinated structures by 
increasing the energy. Eover and τ are parameters. Note that the coordination ∆i is calculated 
for each atom but the overcoordination penalty is evaluated for each Hf–O bond.

Finally, the Hf–O repulsion correction is given by

˜( ) ˜
⎜ ⎟
⎛
⎝

⎞
⎠χ= Ω − +−U U f f x x

25

4

15

4

9

16ij ij ij ij
R

ij
RHfO repulsion repulsive Hf,O 4 2� (44)

=
−

−
x

r r

r r
,

ij1

1 2
� (45)

where Ω, r1 and r2 are parameters and rij is the distance between atoms i and j. The function f̃  
is a lower cutoff function similar to (11), except that ˜ ˜<r rhard soft. That is, the function is 0 for 

˜<r rhard and 1 for ˜>r rsoft. Note that the original repulsive potential Uij
repulsive is included in the 

term, i.e. the correction is multiplicative

( )δ+ = +−U U U1 .ij ij ij
repulsive HfO repulsion correction repulsive� (46)

This behaviour is not clear from the definition in [11], but follows the implementation in 
Lammps.

2.2.  Computational details

As a benchmark, all structures have been calculated using plane-wave density functional the-
ory (DFT), as implemented in the VASP package [36]. The PAW [37, 38] method has been 
used along with the Perdew–Burke–Ernzerhof (PBE) [39] functional. All clusters simulations 
have been carried out in a ( × ×20 20 20) Å cubic cell, with a kinetic energy cut-off of 500 eV 
and a Γ k-point. For the bulk structures, a ( × ×3 3 3) Monkhorst-Pack mesh has been used. 
Convergence has been checked against cut-off energy and mesh sampling, within an accuracy 
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of 0.1 eV. The Bader algorithm [40, 41] was used for estimating the partial charges associ-
ated with each atom from the calculated charge densities. All structures were relaxed with a 
0.01 eV Å−1 force convergence tolerance. In simulations of O diffusion in hafnia, a ( × ×2 2 2) 
supercell of monoclinic hafnia with 96 atoms was used.

COMB calculations always used the relaxed VASP geometries and partial charges as the 
initial configuration and a new optimization of structures and charges was performed. The 
structural relaxation force tolerance was, as in DFT, 0.01 eV Å−1. The convergence criterion 
used for charge equilibration was such that the maximum deviation from the average electron-
egativity had to be below a tolerance limit, χ χ| − | <max 0.01i i ¯  V.

In our calculations, we use both the implementation in the Lammps package [42], written 
by the original developers of the potential, and our own implementation in the code Pysic [43] 
based on published literature and the source code of the Lammps version. Several bugs were 
found in the original Lammps implementation of the second generation COMB potential dur-
ing this work. (These were reported to the developers and issues regarding silica potentials 
were fixed in the Dec 5 2013 patch for Lammps.) Due to these Lammps issues, we have used 
our own modified Lammps version in all calculations. We did not change the parameters file 
though, keeping on using the original COMB parameters [10, 11]. As a test of the robustness 
of the energy hierarchy predicted by COMB, we have tested reducing the Si–O attraction 

strength parameter by 10% from ¯ ¯= =−−B B B 351Si O Si O  to =−B 320Si O . This parameteri-
zation is called ‘COMB modified’ in the text.

3.  Results

3.1.  Clusters

COMB has been parameterized against the energy hierarchy of various silica and hafnia bulk 
phases, reproducing them well [10, 11]. As a first test, we compare DFT and COMB results 
for bulk silica and hafnia. Fairly minor changes in bond lengths (0.02 Å) and angles ( °4 ) are 
seen between the different methods for α-quartz silica and hardly any for the cubic silica 
phases. Similarly, for hafnia bulk phases, differences are notable only in the monoclinic phase, 
where bond lengths differ by less than 0.1 Å, and angles by less than °4 .

However, in order to accurately describe defects, where the local atomic bonding configu-
ration differs from the bulk phase substantially, the potential also needs to replicate structures 
with low coordinated atoms. To test this, we compare a set of small clusters calculated with 
DFT and COMB. Relaxed Si3On structures, calculated with DFT, COMB and COMB modi-
fied, are shown in figure 1.

Analysis of the configurational space reveals several local energy minima in the COMB 
potential of some of the clusters. For the smallest cluster shown in figure 1, Si3O, COMB finds 
a metastable symmetric configuration, where the O atom has a local charge of  −1.5e and the 
neighboring Si have a charge of 0.9e. However, COMB also finds a lowest-energy asymmet-
ric configuration, where the neighboring silicon atoms have charges of 1.2e and 0.6e. Due to 
Coulombic attraction, the Si with the higher charge is pulled closer to the O than the one with 
the lower charge. According to COMB, the energy of this configuration is in fact  −0.1 eV 
lower than that of the symmetric configuration, making it the ground state configuration as 
predicted by COMB. A similar asymmetric COMB ground state is found for the Si3O2 cluster, 
where the energy difference between the lowest energy symmetric and asymmetric structures 
is about 0.2 eV. With larger clusters, the lowest energy is always found in the symmetric con-
figuration. All the asymmetric states are unstable in DFT.
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As the metastable states of the smallest clusters are very close in energy, small modifi-
cations in COMB parameters will change the energy hierarchy of the different configura-
tions. One simple way to make the symmetric configurations favorable in energy is changing 
the Si–O attraction strength (‘COMB modified’). This potential finds a symmetric ground 
state for each cluster, although there are still quantitative differences to DFT structures. For 
instance, the Si–O–Si angles in the Si3O and Si3O4 clusters are wider in COMB modified than 
in DFT by up to 20°. The same is true for O–Si–O angles in the Si3O2 and Si3O3 clusters and 
thus this is not an issue of COMB modified just overestimating the bond angle width of one 
type. Instead it appears that the bond angles depend on the local bonding environment in a 
more complicated way than what is reproduced in COMB. Similarly Si–O bond lengths vary, 
with COMB modified predicting longer and sometimes shorter bonds—the difference can be 
as large as almost 0.2 Å (Si3O2). For instance in the Si3O4 cluster, the relative lengths of the 
bonds is reversed in the COMB modified structure compared to DFT.

Similar comparison between DFT and COMB calculated hafnia clusters is shown in  
figure 2 and again considerable qualitative discrepancies between DFT and COMB are found 

Figure 1.  Comparison between Si3On ( = …n 1 6) clusters relaxed with DFT (left), 
COMB (center) and the modified COMB version (right). All lengths are in Å. Silicon 
atoms are blue, while oxygen ones are red.
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for the small clusters. COMB especially predicts wider bond angles than DFT, where the dif-
ference can be by a factor of 2. Bond lengths vary, so that in some cases DFT gives longer 
bonds while in others COMB does. Similarly to silica, larger clusters show a better agreement. 
Both calculation methods predict asymmetric clusters, which is not surprising considering the 
complicated structures hafnia forms also in bulk.

3.2.  Oxygen diffusion in hafnia

As a test case of a real defect in a bulk material, we study the diffusion of oxygen in hafnia. 
This process has direct technological relevance and it has been extensively studied, making 
it an ideal benchmark system. Even though COMB fails to reproduce the DFT structures of 
small clusters, a point defect in bulk material is perhaps a lesser departure from the perfect 
bulk which the potential describes well, and better results could be expected.

We have chosen to simulate diffusion in the monoclinic phase of hafnia because it is the 
most stable phase at low temperatures [44], in fact it is commonly used as a gate-dielectric 
film in metal-oxide-semiconductor (MOS) transistors. Oxygen can diffuse through hafnia 
either with an exchange or interstitial mechanism, where generally the former is favored  
[45, 46]. Therefore we analyse structures where an additional O atom is placed at two different 

Figure 2.  Comparison between relaxed structures obtained with DFT (left) and COMB 
(right) of HfOn ( = …n 2 4) clusters. All lengths are in Å. Hafnium atoms are yellow, 
while oxygen ones are red.
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interstitial sites, corresponding to the initial and final configurations of the expected rate-
limiting exchange process, as shown in figure 3.

In both cases, when starting from a configuration where the interstitial O atom is placed 
close to the centre of the interstitial volume, DFT predicts substantial relaxation of the struc-
ture, where several atoms are shifted by more than 0.5 Å. COMB relaxation also leads to 
some atoms shifting by 0.2/0.3 Å, but the interstitial O remains at the symmetric site, unlike 
the DFT calculation.

Even if the interstitial O atom is initially neutral [29], in the COMB-relaxed initial configu-
ration it has a charge of  −0.34 e, while in the final one the charge becomes  −0.3 e, indicating 
that the interstitial O gets negatively charged as expected. To investigate the possibility of 
several local minima, the DFT-relaxed structures were recalculated with COMB. In both the 
initial and final configuration, COMB predicts metastable states similar to the DFT-structures 
(displacements are in the order of 0.05 Å), but these configurations are 1.2 eV and 2.1 eV 
higher in energy (according to COMB) than the more symmetric configurations obtained by 
starting the relaxation with the O atom at the centre of the interstitial volume. In other words, 
the problem of multiple local energy minima seen with the small clusters is seen also with the 

Figure 3.  Interstitial oxygen as predicted by COMB and DFT at the beginning ((a), 
(b)) and the end ((c), (d)) of the diffusion process. Energies are referenced to the lowest 
energy configuration E0. The defect oxygen atom is shown in dashed yellow. All lengths 
are in Å.
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interstitial defect, with the difference that this time DFT predicts an asymmetric ground state 
and COMB a symmetric one.

3.3.  Bulk deformation

COMB fails for small clusters and point defects because it was originally optimised to repro-
duce bulk structures. Low coordinated atoms in clusters and point defects are not present in 
bulk lattices and therefore they are not represented in the data used in the construction of 
COMB. Extended defects and deformations are also important but less drastic deviations from 
the bulk, and so one should expect COMB to perform better when applied to such systems. 
Therefore as the final test, we examine deformed lattices using COMB and DFT.

We examine the α-quartz and β-cristobalite phases of silica and cubic hafnia under com-
pression and shear. In the compression test, we allow the lattices to compress in one lattice 
direction by up to 20%, and in the shear test we allow one of the lattice directions to bend by 
up to °8 , corresponding to a lateral shift of 14% of the length of a lattice vector in the case of 
a cubic cell.

In all cases, DFT and COMB predict nearly identical structures for both materials when 
deformed. The sheared structures are shown in figure 4. As the structures are very similar 
to bulk, they are within the scope of COMB’s applicability and these tests demonstrate that 
COMB is more reliable in describing lattice deformations than point defects.

However, COMB also produces a metastable structure with the same stoichiometry and 
supercell as the cristobalite structure, as shown in figure 4(d). The energy difference between 
the correct cristobalite lattice (b) and the metastable state (d) is 0.40 eV per atom. Although 
COMB predicts the correct ground state, the problem of unphysical local potential energy 
minima is present also here.

4.  Discussion

DFT in general predicts a distinct ground state atomic structure, as the quantum mechanical 
potential energy is a fairly smooth function of the atomic coordinates. The COMB potential, 
on the other hand, includes spurious energy minima, i.e. non-physical metastable states close 
to the actual minimum energy configuration. This is a common problem of phenomenological 
potentials constructed from pair and many-body interactions [47] and it is not surprising to 
find this behavior also in COMB. Nonetheless, it means that simple optimization of structures 
carried out with the COMB potential will not necessarily find a physically valid structure. The 
problem appears to be the most severe with small clusters and defects, where local atomic 
coordination is very different from that found in bulk structures.

The energy hierarchy of the metastable states as predicted by COMB may be wrong, and 
the potential may give a qualitatively erroneous prediction of the ground state configuration. 
As seen in the presented test cases of clusters and defects, in some cases COMB predicts an 
asymmetric structure while DFT yields a symmetric one, and vice versa. This makes it very 
difficult to evaluate which configuration obtained with COMB, if any, corresponds to the real 
ground state, as the structures calculated from COMB all seem plausible. Furthermore, small 
changes in COMB parameters can change the hierarchy of the metastable states. If COMB is 
used for sampling the phase space and exploring possible defect and cluster geometries, one 
could use sophisticated global optimization algorithms to locate all metastable states and ana-
lyse them with more advanced methods to distinguish the true ground state. As COMB itself 
may give non-physical results, it is not enough to only consider the lowest energy configura-
tion as given by COMB.
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Since the hierarchy of metastable states may be incorrect in COMB, also the analysis of 
reaction paths and energy barriers may fail, as it requires a reliable representation of the poten-
tial energy surface. This is unfortunate, as mapping the potential energy surface and transition 
states is a resource intensive task where an atomistic potential could provide substantial gains 
in computational efficiency. The spurious minima should arguably not be as severe a problem 
in molecular dynamics simulations, where the system will not be in an energy minimum in 
any case. Naturally, errors in the potential energy will lead to different molecular trajectories, 
but overall the system should behave realistically if the COMB structures do not differ too 
wildly from realistic ones. This means that approaches using, for example, simulated anneal-
ing using the COMB approach may provide reasonable starting points for more advanced 
methods.

To summarize, COMB is found to have substantial shortcomings when describing small 
clusters and defects, where the local bonding environment is different compared to the bulk. 
The results obtained with COMB are plausible, but at least against a DFT benchmark they are 
in many cases incorrect. As a result, we conclude that COMB is likely suitable for calculat-
ing bulk properties and possibly also finite temperature simulations such as annealing, but it 

Figure 4.  Sheared silica α-quartz (a), β-cristobalite (b), and cubic hafnia (c) lattices 
according to DFT and COMB. For cristobalite, another metastable structure (d) is also 
found with COMB.
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lacks predictive power and results obtained with COMB should be further verified with more 
advanced methods if low coordinated structures are present in the system.
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