Modifying the electronic structure of semiconducting single-walled carbon nanotubes by Ar⁺ ion irradiation
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Local controllable modification of the electronic structure of carbon nanomaterials is important for the development of carbon-based nanoelectronics. By combining density-functional theory simulations with Ar⁺ ion-irradiation experiments and low-temperature scanning tunneling microscopy and spectroscopy (STM/STS) characterization of the irradiated samples, we study the changes in the electronic structure of single-walled carbon nanotubes due to the impacts of energetic ions. As nearly all irradiation-induced defects look as nondistinctive hillocklike features in the STM images, we compare the experimentally measured STS spectra to the computed local density of states of the most typical defects with an aim to identify the type of defects and assess their abundance and effects on the local electronic structure. We show that individual irradiation-induced defects can give rise to single and multiple peaks in the band gap of the semiconducting nanotubes and that a similar effect can be achieved when several defects are close to each other. We further study the stability of defects and their evolution during STM measurements. Our results not only shed light on the abundance of the irradiation-induced defects in carbon nanotubes and their signatures in STS spectra but also suggest a way the STM can be used for engineering the local electronic structure of defected carbon nanotubes.
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I. INTRODUCTION

Carbon nanotubes1,2 possess many fascinating properties,3 which have motivated extensive research of these systems. Due to their well-defined atomic and unique electronic structures,4 particular attention has been paid to single-walled carbon nanotubes (SWNTs).5 Many applications of SWNTs in nanoelectronics are envisaged6 and SWNT-based electronic devices are even thought to be possible candidates to replace silicon as the basic material in future electronics.7

However, as the production of defect-free SWNTs still remains a challenge, possible large-scale implementations of such devices will require a deep understanding of not only perfect SWNTs but also nanotubes with defects. Moreover, defects in SWNTs have been shown to be useful for achieving the desired functionality. In particular, it was demonstrated that intrinsic defects in metallic SWNTs embodied in source-drain-gate devices can provide resonant backscattering characteristics8,9 leading to low-temperature quantum dot devices, as well as a high gate sensitivity at the defect position.10 Thus, the knowledge of how and to which extent different types of defects can change the electronic properties of SWNTs is important, as it may open a route toward controllable engineering of the properties of SWNT-based electronic devices or even result in the appearance of a different class of devices with the properties entirely designed by a controlled creation of particular defects.

A widely used method to create defects in carbon nanostructures is the irradiation with energetic particles such as electrons or ions (see Ref. 11 and references therein). Effective changes in the transport properties of nanotubes have been observed after high-dose ion irradiation of nanotubes, showing Coulomb blockade effects.12–14 More insight into the effect of individual defects on the electronic properties was obtained from low-dose irradiation of SWNTs with 120 eV Ar⁺ ions.15 It was shown that ion-irradiation-induced double vacancies (DVs), in comparison to single vacancies (SVs), strongly reduce the conductivity of metallic tubes. The effects of irradiation in more complicated systems, such as SWNT bundles16 and films,17,18 have also been studied and interesting effects such as an increase in the conductance after moderate irradiation dose have been reported.17

In the transport experiments discussed above, only indirect information on the type of defects can be deduced. Other experimental techniques which are frequently used to assess the amount of defects in carbon nanomaterials such as Raman spectroscopy,19–21 x-ray photo electron spectroscopy,22–24 and electron-spin-resonance method25,26 provide data which is averaged over many defects. Although transmission electron microscopy27–30 gives direct information on the atomic structure of defected carbon materials, scanning tunneling microscopy and spectroscopy (STM/STS) is the only experimental technique that allows simultaneous investigations of both the atomic and electronic structures of individual objects down to the subnanometer scale.31 STM/STS is therefore the ideal tool to study the local modifications of the electronic structure of SWNTs induced by different kinds of defects. This technique has been used to study intrinsic32,33 and irradiation-induced34,35 defects in nanotubes and defects at intramolecular junctions.36,37

In this work, by combining low-temperature STM/STS experiments with first-principle computer simulations, we study the effects of low-energy Ar-ion-induced defects on the electronic structure of SWNTs. We compare the experimentally measured STS spectra to the computed local density of states (LDOS) of the most typical defects with an aim to
identify the type of experimentally observed defects. We show that the individual irradiation-induced defects can give rise to single and multiple peaks in the gap of the semiconducting nanotubes and that a similar effect can be achieved when several defects are located close to each other.

The paper is organized as follows. A brief description of our experimental techniques is given in Sec. II, while the computational methods used and the simulation setup are described in Sec. III. The experimental and theoretical results as well as their comparison and discussion are presented in Sec. IV. The experimental data on defect stability and interpretations of our observations in terms of defect migration and recombination are presented in Sec. IV H. Finally, we summarize our findings in Sec. V.

II. EXPERIMENTAL TECHNIQUES AND SETUP
A. Low-temperature scanning tunneling microscopy and spectroscopy setup

The experiments have been carried out in a commercial low-temperature STM (Omicron) working in ultrahigh vacuum (UHV) with a base pressure below $10^{-10}$ mbar and operated at 5 K. The STM topography images have been recorded in the constant current mode. The sample bias was defined as the potential difference of the sample with respect to the tip (sample grounded). We used mechanically cut Pt/Ir tips for the topographic scans and spectroscopy, where the metallic nature of the tips was checked regularly on the conductive substrate. All STM topography images presented in this work have been treated with the wsxm software.38 The SWNT LDOS can be probed, in the first approximation, by measuring the differential conductance $dI/dV$ at a given position on the tube.39 Such $dI/dV$ (STS) spectra were measured through the lock-in detection of a low amplitude (5–15 mV) ac tunneling current signal ($\sim$600 Hz) added to the dc sample bias under open-loop conditions. The spatial evolution of the defect-induced modifications of the LDOS is studied from the measurement of consecutive and equidistant STS spectra along the tube axis. Typical $dI/dV(x,V)$ data sets, which we call $dI/dV$ scans in the following, consist of 150 $dI/dV$ spectra recorded on topography line scans of 300 points. The spatial extent of a $dI/dV$ scan, which is generally acquired within about 30 min, is always observed to be slightly larger (of the order of 5%) than the spatial extent of the successive (or previous) topography lines acquired within about 0.5 s, due to a dependency of the piezoelectric voltage constant on the scan velocity. In this work, this effect has been systematically corrected by means of a compression of the $x$ scale of the $dI/dV$ scan to allow a consistent comparison between topographic and spatially resolved spectroscopic information on the same nanotube.

Before measuring STS data sets, the metallic nature of the STM tip has been checked on the Au substrate to ensure that the spectroscopy measurements are free from tip artifacts. Furthermore, STS spectra recorded on defect-free portions of the SWNT showed a well-defined electronic gap of the SWNT without any features, indicating that the observed STS features in the SWNT gap are not related to the tip.

B. Sample preparation

Gold-on-glass slides from Arrandee™ (Ref. 40) were used as substrates. In order to obtain Au (111) monatomic terraces, the gold surface was treated by several in situ sputtering and annealing cycles, following the same process as described in Ref. 41. The SWNTs grown by the high-pressure CO (HiPco) disproportionation process and then purified42 were obtained from Rice University. A flake ($\sim 50 \mu g$) of HiCo SWNT raw material was sonicated for about 3 h in 1 ml of 1,2-dichloroethane in order to break the van der Waals bundles and obtain a homogeneous colloidal suspension. A droplet of this SWNT suspension was deposited ex situ on well-prepared gold substrates with a glass pipette and blown off after about 2 s by a nitrogen gas stream. After introducing the sample in the low-temperature STM system, residues from the solvent of the suspension were removed by annealing the sample to about 390° C for a few minutes. STM investigations of the pristine samples revealed individual and bundled-up SWNTs. Typical herringbone structures of the Au(111) surface could still be observed on parts of the sample.

The chiral indexes $(n,m)$ of the investigated SWNTs were determined from the measurements of the chiral angle $\Theta$ and an estimation of the SWNT band-gap energy from STS spectra33 compared with the one derived from tight-binding calculations taking into account the curvature effects.44 For the SWNTs discussed in Secs. IV A and IV H, guesses for the chiral indices are given only if the atomic lattice could be sufficiently well resolved to determine $\Theta$.

C. Defect generation

To create defects in nanotube samples, we used a standard Leybold™ ion gun dedicated for UHV sputter cleaning of surfaces, which delivers a rather broad ion beam of about 15 mm in diameter on the sample position. We have investigated the defects created by single-charged Ar$^+$ ions with kinetic energies of about 200 and 1500 eV. Typical operating parameters of the ion gun are summarized in Table I. These parameters lead to an ion current of 1–2 $\mu A$ cm$^{-2}$ at the sample position, corresponding to an ion flux of the order of $10^{13}$ ions cm$^{-2}$ s$^{-1}$. Based on the desired ion flux on the sample of about 0.1 ion mm$^{-2}$ s$^{-1}$, an exposure time of the order of 0.1–1 s should be required to achieve a target density of 0.01–0.1 defect sites per nm$^2$. To achieve such short exposition times, the sample has been moved in and out of the continuous ion beam, making use of the rotational motion of the sample holder.

Similar to the case of proton treatment,35 the optimal procedure for the irradiation has been calibrated by tests on a highly oriented pyrolytic graphite (HOPG) substrate at room temperature. Optimized parameters for both kinetic energies of the ions used (200 and 1.5 keV) are summarized in Table I. For both cases, the angle between the ion-beam axis and the vector normal to the sample surface have been varied from 0° to about 160° and back to 0° after $T_{exp}=2$ s.

It should be noted here that the ion gun we used does not dispose of an energy filter and the stated ion energies are given by the acceleration voltage with respect to the dc glow.
TABLE I. Exposition parameters of the argon-ion gun for standard surface cleaning (row “Standard”),
defect generation on SWNTs with kinetic energy 200 eV (row “200 eV”) and 1.5 keV (row “1.5 keV”). The
following nomenclature is used for the parameters: discharge current ($I_d$), discharge voltage ($V_d$), discharge
potential ($V_p$), pressure in the preparation chamber ($P_{prep}$), and exposition time ($T_{exp}$). The irradiation has
always been performed at room temperature.

<table>
<thead>
<tr>
<th>$I_d$</th>
<th>$V_d$</th>
<th>$V_p$</th>
<th>$P_{prep}$</th>
<th>$T_{exp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 mA</td>
<td>600 V</td>
<td>1.5 keV</td>
<td>$-6 \times 10^{-6}$ mbar</td>
<td>$\approx 2$ s</td>
</tr>
<tr>
<td>4 mA</td>
<td>400 V</td>
<td>0 keV</td>
<td>$6.1 \times 10^{-5}$ mbar</td>
<td>$\approx 2$ s</td>
</tr>
<tr>
<td>1 mA</td>
<td>380 V</td>
<td>1.3 keV</td>
<td>$1.1 \times 10^{-5}$ mbar</td>
<td>$\approx 2$ s</td>
</tr>
</tbody>
</table>

discharge potential. This means that a considerable energy
spreading of about 50–100 eV has to be expected.

III. FIRST-PRINCIPLES ATOMIC SIMULATIONS

The atomic and electronic structures of the irradiation-
induced defects were studied within the framework of
density-functional theory (DFT). We used Vienna $ab$ initio
simulation package (VASP) (Refs. 45 and 46) plane-wave
code, where projector-augmented wave (PAW) (Refs. 47 and
48) potentials were implemented to describe the core elec-
trons and generalized gradient approximation (GGA) by Per-
dew and Wang$^{49}$ for exchange and correlation. As the stan-
dard STM cannot detect spin-polarized currents, most of the
simulations were nonspin polarized. Several spin-polarized
control runs showed that the results do not change qualita-
tively when spin-polarization effects are taken into account,
as demonstrated below.

All structures were relaxed until the forces acting on at-
om was less than 0.02 eV Å$^{-1}$. A kinetic-energy cutoff of
400 eV was found to converge the total energies of our sys-
tems within meV. In structural relaxation, a mesh of 9 k
points was used along the tube axis. After structural relax-
ation, an electronic relaxation step was performed, conver-
ging the electronic structure with more accuracy using 37
k-points. The same number of k points was used to calculate
local density of states and band structures. In DOS calcula-
tions, the tetrahedron method with Blöchl corrections$^{50}$ was
used to integrate over the one-dimensional Brillouin zone.

The simulations were done for the (10,0) nanotube. It was
selected as the typical semiconducting nanotube with a di-
ameter close to those observed experimentally. Although
most of the experiments were carried out on semiconducting
chiral nanotubes, such chiral nanotubes have prohibitively
large unit cells which made simulations impossible, while
our previous simulations$^{35}$ indicated that the effects of de-
fects on the electronic structure are qualitatively the same for
both semiconducting chiral and zigzag nanotubes. Nanotubes
composed of 2–6 unit cells and having 80–240 atoms were
studied.

The use of DFT for calculating defect-induced states in
the band gap of various semiconductors has been widely
discussed in the literature (see Refs. 51 and 52 for an over-
view). It is a generally accepted fact that DFT with local-
density approximation (LDA) or GGA exchange and corre-
lation functionals frequently underestimates the absolute
values of the band gap and may give wrong positions of the
defect-induced states in the gap.$^{52-54}$ Physically, this is be-
cause DFT is inherently a ground-state theory, so that infor-
mation about excited-state properties (that is the lowest un-
occupied state) cannot be rigorously deduced in the absence
of any explicit link between ground-state densities and
excited-state quantities (the ground-state density uniquely
determines the many-body Hamiltonian; that is, information
about excited states is, in principle, encoded within the
ground-state density). In fact, exchange and correlation ef-
fects are not rigorously included in the functionals. There are
many theoretical methods$^{51,52}$ aimed at improving on the ac-
curacy of the band-gap and defect state calculations, but such
simulations are either computationally too expensive (such
as GW approximation$^{55,56}$ or, to a lesser degree, hybrid
functionals$^{57,58}$) or are based on additional approximations,
e.g., LDA+$U$ method.$^{50,59}$ Although hybrid functional and
LDA/GGA+$U$ approaches give for some systems excellent
results, the agreement may be fortuitous.$^{51}$ However, our
situation is somewhat different. Our DFT-GGA calculations
give a gap value of 0.74 eV for the (10,0) nanotube, which is
quite close to the experimental value of 0.9 eV.$^{61}$ Thus one
can hope that the positions of the simulated defect-induced
states are close to the real ones.

The STS spectra were computed as an average over
LDOS corresponding to atoms within a 5 Å distance from
the defect center. Physically, such an approach takes into
account the tunneling of electrons from/to the STM tip to
several atoms closest to the tip.

To ease the comparison to the experimental $dI/dV$ scans,
we also computed the LDOS along a line parallel to the tube
axis and intersecting a defect in the atomic structure of a
SWNT. As the typical sizes of the experimental $dI/dV$ scans
were much larger than the simulation cell (about 20 Å long),
we augmented the map corresponding to the defected nano-
tube with 10-nm-long LDOS maps of the pristine system
joint at the borders with a Fermi function.

In the LDOS maps, we took into account neither constant
current condition of the experimental $dI/dV$ scans, which
leads to lateral differences in the intensity of the experimen-
tal spectra, nor the voltage-dependent transmission coeffi-
cient in STS.$^{62}$ However, spectral shapes, width, and ener-
gegetic position of defect-related states are not significantly
affected by this fact, so that a faithful qualitative comparison
between simulation and experiment can be made. Although
the effects of the constant current condition and the transmis-
sites because of its fundamental physical nature. Usually in the case of a 200 eV Ar-ion treatment, defects are more extended in energy and difficult to classify. However, an explanation based on a possible hydrogen chemisorption on the SWNT walls during the Ar-ions bombardment can be ruled out, as hydrogen partial pressure was in the $10^{-10}$ mbar range, measured during the ion bombardment by means of mass spectrometry. The signature of defect $d7$ is a sharp single peak in the gap region, whereas for $d6$ no new state in gap can be observed, but changes in the LDOS in the valence and conduction band. It should be understood as perturbations in the LDOS superimposed to a largely unchanged gap structure. Besides, the electronic structure can locally be changed, with a corresponding change in the gap structure (e.g., width). Defects $d4$ and $d5$ in Figs. 3(c) and 3(d) are good illustrations of this situation.

We consider a defect structure as complex if more than two peaks are observed in the corresponding spectra or if the intensity is nonzero in the most part of the gap. Of 34 defect sites presented in Fig. 3 show complex multipeak configurations with nonzero intensity almost in the entire gap region. These defects can therefore not be considered as perturbations (e.g., sharp new states) in the LDOS superimposed to a largely unchanged gap structure. Of 34 defect sites investigated for the 200 eV bombardment, we found 8 complex defect structures and of 60 defect sites investigated for 1.5 keV bombardment, we found 27 complex defect structures. We thus observed an increase of about 95% in the complex defect structures (from 23% to 45% of the total defect features is ranging from 0.5 to 4 Å, with a lateral extension varying typically between 5 and 30 Å. Figure 1(b) shows a detailed image of the tube section inside the dashed ellipse drawn in Fig. 1(a). A $dI/dV$ scan recorded along the horizontal dashed line is presented in Fig. 1(c). Four defect sites labeled $d1$–$d4$ are clearly distinguishable and each of them gives rise to spatially localized single peaks in LDOS in the midgap region or in the upper half part of the band gap. Such signatures in the differential conductance are frequently observed in the case of a 200 eV Ar-ion treatment, with full widths at half maximum (FWHMs) ranging from 60 to 200 meV.

A second type of frequently observed features in $dI/dV$ spectra is shown in Fig. 2. The STM topography image of another semiconducting SWNT [either (2,9) or (2,10) SWNT] with five defect sites labeled $d5$–$d9$ is presented in panel (a). In the lower panel (b), the $dI/dV$ scan recorded along the horizontal dashed line shows double-peak structures for defect sites $d5$, $d8$, and $d9$. The typical characteristic of these double-peak structures is a very symmetric signature regarding intensity and FWHM. The energy splitting between the states is 528, 547, and 485 meV for $d5$, $d8$, and $d9$, respectively. These structures are very similar to the hydrogen dimers-induced symmetric-paired states discussed in Ref. 35. However, the electronic structure can locally be changed, with a corresponding change in the gap structure (e.g., width). Defects $d4$ and $d5$ in Figs. 3(c) and 3(d) are good illustrations of this situation.

We consider a defect structure as complex if more than two peaks are observed in the corresponding spectra or if the intensity is nonzero in the most part of the gap. Of 34 defect sites investigated for the 200 eV bombardment, we found 8 complex defect structures and of 60 defect sites investigated for 1.5 keV bombardment, we found 27 complex defect structures. We thus observed an increase of about 95% in the complex defect structures (from 23% to 45% of the total

IV. RESULTS AND DISCUSSIONS
A. SWNTs subjected to 200 eV Ar-ion bombardment

Figure 1(a) shows a STM topography image of a 50-nm-long segment of a semiconducting SWNT with chiral indices (2,9) or (2,10) exposed to 200 eV Ar ions. The average defect spacing is about 7 nm and the apparent height of the defect features is ranging from 0.5 to 4 Å, with a lateral extension varying typically between 5 and 30 Å. Figure 1(b) shows a detailed image of the tube section inside the dashed ellipse drawn in Fig. 1(a). A $dI/dV$ scan recorded along the horizontal dashed line is presented in Fig. 1(c). Four defect sites labeled $d1$–$d4$ are clearly distinguishable and each of them gives rise to spatially localized single peaks in LDOS in the midgap region or in the upper half part of the band gap. Such signatures in the differential conductance are frequently observed in the case of a 200 eV Ar-ion treatment, with full widths at half maximum (FWHMs) ranging from 60 to 200 meV.

A second type of frequently observed features in $dI/dV$ spectra is shown in Fig. 2. The STM topography image of another semiconducting SWNT [either (2,9) or (2,10) SWNT] with five defect sites labeled $d5$–$d9$ is presented in panel (a). In the lower panel (b), the $dI/dV$ scan recorded along the horizontal dashed line shows double-peak structures for defect sites $d5$, $d8$, and $d9$. The typical characteristic of these double-peak structures is a very symmetric signature regarding intensity and FWHM. The energy splitting between the states is 528, 547, and 485 meV for $d5$, $d8$, and $d9$, respectively. These structures are very similar to the hydrogen dimers-induced symmetric-paired states discussed in Ref. 35. However, the electronic structure can locally be changed, with a corresponding change in the gap structure (e.g., width). Defects $d4$ and $d5$ in Figs. 3(c) and 3(d) are good illustrations of this situation.

We consider a defect structure as complex if more than two peaks are observed in the corresponding spectra or if the intensity is nonzero in the most part of the gap. Of 34 defect sites investigated for the 200 eV bombardment, we found 8 complex defect structures and of 60 defect sites investigated for 1.5 keV bombardment, we found 27 complex defect structures. We thus observed an increase of about 95% in the complex defect structures (from 23% to 45% of the total

FIG. 1. (Color online) STM/STS images of a 50-nm-long segment of a semiconducting SWNT [(2,9) or (2,10)] exposed to 200 eV Ar ions. (a) STM topography image: $U_s=1$ V, $I_s=0.25$ nA, and $Δz=1.24$ nm. (b) Detailed image of the tube section with defect sites $d1$–$d4$ inside the dashed ellipse drawn in panel (a). (c) $dI/dV$ scan recorded along the horizontal dashed line. $U_s=1$ V, $I_s=0.25$ nA, $T=5.3$ K, $U_{mod}=15$ mV, and $x_{res}=0.67$ nm.

FIG. 2. (Color online) STM/STS images of a segment of a semiconducting SWNT exposed to 200 eV Ar ions. (a) STM topography image with five defect sites $d5$–$d9$. (b) $dI/dV$ scan recorded along the horizontal dashed line. $U_s=1$ V, $I_s=0.1$ nA, $T=5.22$ K, $U_{mod}=15$ mV, and $x_{res}=0.22$ nm.
under ion irradiation are SVs that the most prolific defects which appear in nanotubes are Stone-Wales (SW) defects, such as Stone-Wales (SW) defects, thermal stone-wales defects, and inverse Stone-Wales (ISW) defects. As nearly all the defects give rise to new states in the local density of states of nanotubes or graphene, then the defect gives rise to new states in the band gap. In the second class, we put the defects which change the width in the band gap due to new states which appear in the band edges but do not induce any isolated states in the band gap. The third class consists of defects which give rise to multiple peaks in the band gap. We also studied the simplest combinations of defects.

C. Signatures of irradiation-induced defects in STM images of nanotubes as predicted by first-principles simulations

The analysis of the STM images indicates that the exposure of nanotubes to energetic Ar ions gives rise to the appearance of protrusions in the STM images and that the most commonly observed changes in the electronic structure of SWNTs irradiated with 200 eV ions are single and double-peak structures at various positions in the band gap, while ions with higher energies normally give rise to complex structures. To give an interpretation of these results, it is necessary to discuss first the production of defects in nanotubes under low-energy Ar-ion irradiation.

Our previous molecular-dynamics simulations indicate that the most prolific defects which appear in nanotubes under ion irradiation are SVs (Refs. 66 and 67) and DVs, respectively, as well as carbon adatoms (CAs) on the nanotube surface.69 Besides, a number of more complicated defects, such as Stone-Wales (SW) (Ref. 70) and inverse Stone-Wales (ISW) defects (Ref. 71), can appear. The former defects representing two adjacent pentagons and two heptagons can be formed by the incomplete recombination of vacancy-adatom pairs,72 while the latter appears when two isolated CAs form a dimer on the surface which is then incorporated in the atomic network at the expense of local increase in the diameter and formation of non-hexagonal rings.73 SW defects are known to be able to appear thermodynamically in mechanically strained nanotubes,73,74 so that one can expect that the recombination of SV-CA pairs should result in a higher number of SW defects if small mechanical strain is present in the nanotube.

All these defects will appear as protrusions in STM images of defected graphitic structures, as numerous simulations indicate.75–81 The protrusions can originate from not only the topography of defects (e.g., in case of adatoms) but also defect-induced electronic states with energies close to the Fermi energy.75–83 The geometry of the protrusions in the simulated STM images may vary depending on the atomic structure of the defect,76,79 and make in theory possible to distinguish the defects from each other. However, in the experimental STM images the convolution and other effects related to the finite size of the STM tip can smear out the spatial variations, so that the hillocks do not have a well-defined shape,84 except for very few cases.84

Nevertheless, if a defect gives rise to new states in the local density of states of nanotubes or graphene (graphite) then the defect can be experimentally identified by juxtaposing the $dI/dV$ curves measured at the defect and by comparing the curves to the theoretically predicted local density of states.

As nearly all the defects give rise to new states, the defects studied in this work are classified in three classes according to their experimentally detectable features. In the first class are the defects which induce a single peak in the band gap. In the second class, we put the defects which change the width in the band gap due to new states which appear in the band edges but do not induce any isolated states in the band gap. The third class consists of defects which give rise to multiple peaks in the band gap. We also studied the simplest combinations of defects.

D. Single-peak defects

The results for the first class of defects are presented in Fig. 4 which shows LDOS for an SV [Fig. 4(a)], a DV [Fig. 4(b)], and a CA [Fig. 4(c)]. All these defects give rise to a single new peak in the band gap. For the SV and CA defects, the new state has a very small dispersion, with the width of the midgap peak being only 70 meV for SV and 50 meV for CA in the 5 unit-cell system. Even though these defects are almost identical regarding the dispersion and the position of the midgap state, one can see in the simulated $dI/dV$ scans (the rightmost panels in Fig. 4) clear differences in the states below the Fermi level. DVs result in a slightly wider peak in the gap, in agreement with the results of previous DFT simulations.86 The position of the peak depends also on the orientation of the DV (a DV in zigzag tubes can be oriented perpendicular to the tube axis, when two atoms forming a perpendicular bond are removed, or a tilted bond, forming the “parallel” configuration).

FIG. 3. (Color online) [(a) and (c)] STM topography images of two semiconducting SWNTs irradiated with 1.5 keV Ar ions and [(b) and (d)] the corresponding $dI/dV$ scans recorded along the horizontal black dashed lines. Measurement parameters in (b): $U_s$ =1 V, $I_s$=0.15 nA, $T$=5.24 K, $U_{mod}$=15 mV, and $x_{res}$=0.24 nm. Measurement parameters in (d): $U_s$=1 V, $I_s$=0.1 nA, $T$=5.2 K, $U_{mod}$=15 mV, and $x_{res}$=0.3 nm.
Carbon adatoms can be in the bridge positions on top of the bond oriented more or less parallel or perpendicular to the tube axis (the actual orientation depends on the chirality of the nanotube, but in armchair and zigzag nanotubes two types of bonds are clearly distinguishable). The parallel position is shown in the inset in Fig. 5. Earlier simulations showed that both configurations are metastable; but when the adatom is on top of the perpendicular bond, such a configuration is lower in energy by 0.4–0.6 eV. Thus one can expect that at low experimental temperatures, CAs should mostly be found in the "perpendicular" configurations. Nevertheless, we calculated the band structure of the other configuration, which is presented in Fig. 5. It is evident that the new defect-induced states which were in the conduction/valence bands for the "perpendicular" configuration are now at the edges of the bands so that the gap width is smaller. The position of the sharp peak is almost the same, but due to the changes in the gap, the peak is now located at the edge of the valence band.

In a recent study of the transport properties of metallic SWNTs with SVs, it was pointed out that the size of the simulation supercell may affect the position of the midgap peak and thus one has to be careful when stating which changes are due to the defect and which are just simulation artifacts. We did not observe any of these effects caused by the changes in supercell size of the semiconducting systems we studied.

In comparison with the experiment, we can conclude that SV, DV, and CA (in specific orientation) are good candidates to explain the observed single gap peak structures, where modifications in the valence band and conduction band remain relatively small. The origins of these states are single isolated electronic bands with low dispersion in the band gap. In comparison with the experimental results of Figs. 1

---

**FIG. 4.** (Color online) From the left to the right: reconstructed atomic structures of (a) a single vacancy, (b) double vacancy, and (c) a single carbon adatom in the lowest-energy configuration, the corresponding band structures (Γ−X), local densities of states, and the simulated $dI/dV$ scans. Green bonds and curves correspond to the pristine nanotubes; red to the defected ones. Zero energy corresponds to the valence-band edge of the pristine system.

**FIG. 5.** (Color online) Band structure of a carbon adatom on top of a bond parallel to the tube axis. The inset shows the atomic configuration of this defect. This defect is metastable and higher in energy than that shown in Fig. 4(c).
and 2, one needs to take into account that the intensity of the valence band and conduction bands in the STS spectra at the position of the defects is strongly reduced by a measurement artifact. Due to the strong contribution of the defect states to the tunneling current and the fact that the spectra are recorded with constant set point parameter to define the tip-sample distance, the tip on a defect site is retracted by typically 2 Å from the tube, as compared to a pristine portion. This results in a strong reduction in the \( \frac{dI}{dV} \) signal from the valence and conduction band and a stronger relative weight of the signal from the defect. Taking this effect into account, we find a good qualitative agreement for the simulated \( \frac{dI}{dV} \) scans with the experiment.

### E. Band-gap modifying defects

The results for the second class of defects containing triple vacancy (TV), SW, and ISW defect are presented in Fig. 6. These defects modify the width of the band gap due to the appearance of new states at the band edges. As a result, the band gap of the pristine (10,0) SWNT changed from 0.74 to 0.56 eV for the SW and 0.54 for the TV and ISW defects. Similar effects have been reported for semiconducting SWNTs with native SW defects and those created by the tip of an STM. We would also like to note here that SW defects in metallic nanotubes are predicted to give rise to new states in the energy range close to the Fermi level where LDOS is constant.

The unambiguous identification of these defects is difficult or impossible (e.g., SW vs ISW) if the distinction is based only on the width of the band gap. At the same time, the additional information which can be retrieved from the spatial variation in the new states in the conduction and valence bands (the rightmost panels in Fig. 6) may be used to identify these defects in the experimental STM images. As evident from the STS maps, the SW defect gives rise to sharp peaks in the conduction band, while the effects of ISW on LDOS are more pronounced in the valence band.

### F. Multiple point defects

When the ion energy is close to the optimum value of about 1 keV so that the cross section for defect production is high, an ion impact can produce several point defects which are so close to each other that the effects of these defects on the electronic structure of the nanotube cannot be separated. In addition, the adatoms (carbon atoms displaced by the ion and then adsorbed on the tube surface) are mobile at room and lower temperatures and may migrate over the tube surface forming metastable complexes with other
For large multivacancies or even a combination of DVs and SVs, the deformation of the nanotube will be large. The STS signatures associated with several close point defects or multivacancies seen, e.g., defect d2 in Fig. 3 produced with 1.5 keV energies may be several nanometers in length. For these reasons, the simulation of these combinations would be computationally very demanding as the simulated system size would have to be at least 10 nm in length leading to ~500 atoms in the simulation cell for the (10,0) SWNT. Due to these restrictions, only combinations of the smallest defects were studied.

The defects which belong to this class are separated CA and CA-SV pairs as well as a system with SVs on the opposite sides of the nanotube. Recently, it was shown that paired electron states can be created in the band gap of semiconducting nanotubes by hydrogen adsorption. The separation of the paired states in the band gap is modulated by the adsorbed hydrogen adatom separation and position in the lattice. For CAs separated by about 5 Å, the effect is similar [see Fig. 7(a)]. Spatially separated CAs induce paired states in the band gap with the separation between the peaks being 0.2 eV. The splitting between the states depends on the separation between CAs and vanishes when CAs are faraway from each other. In case of single vacancies, the states are not separable due the dispersion of the induced bands within defect separations possible in the 5 unit-cell system we used in our simulation.

Formation of a CA-SV pair is a very likely outcome of the ion impact if the recoil carbon atom receives relatively little kinetic energy from the ion, so that the displaced carbon

FIG. 7. (Color online) (a) Reconstructed atomic structures of two adatoms, (b) spatially separated and (c) close adatom-single vacancy pair and two single vacancies on the opposite sides of the nanotube (d) in lowest-energy configurations, band structures (Γ−X), and local densities of states. The Fermi energy of the pristine system is selected as zero in the DOS plot. In (c), the carbon rings forming the defect are colored for clarity.
atom is not sputtered away, but remains in the system. CA-SV pairs have also been reported to be prolific in graphene under electron irradiation.\textsuperscript{27} In Fig. 7(b) we present the atomic and the electronic structures of a SV-CA pair for well-separated (about 10 Å) SV and CA defects. Such SV-CA pair gives rise to two peaks in the LDOS, which can be interpreted as a superposition of the peaks corresponding to isolated SV and CA defects.

The mobility of CAs or SVs may result in a recombination of CA-SV pairs. If there is a finite-energy barrier for the adatom-vacancy annihilation, the recombination may proceed through the formation of a metastable configuration formed by a close CA-SV pair. Such a configuration was recently suggested to explain double-peak structures observed in STS spectra of pristine SWNTs.\textsuperscript{32} Although an alternative explanation for these features has been put forward,\textsuperscript{93} we studied the configuration proposed in Ref. 32 as well. We found that this structure is unstable with respect to forming a configuration with lower symmetry and lower energy. The configuration is shown in Fig. 7(c). It could be interpreted as metastable Frenkel defect, analogously to defects in graphite.\textsuperscript{94} The configuration we found does not give rise to double-peak structures in the STS spectra, which confirms that such features cannot be associated with close CA-SV pairs.

If a nanotube is irradiated with Ar ions having energies above $\sim$1.0 keV, the scattering angles of the ions can be very small producing vacancies on the opposite sides of the nanotube as presented in Fig. 7(d) for SVs. Even though the spatial distance of the defects is large (half of the circumference, i.e., 12.3 Å), the new bands formed in the band gap have only a small separation, which leads to a miniband in the middle of the gap.

In our experiments more complex multipeak features have been observed with about 95% higher frequency in 1.5 keV irradiated samples as in 200 eV. Such defect combinations, as seen in Fig. 3, can be qualitatively explained with the simulation results even though the exact structure of these defect combinations is impossible to deduce. Based on the correlation between the experimental results—our previous empirical potential molecular-dynamics simulations on defect production in SWNTs under ion irradiation\textsuperscript{63} and DFT simulations of the electronic structure of nanotubes with defects—one can conclude that the multipeak features in the experimental STS spectra should indeed originate mostly from several close point defects.

G. Spin-polarized calculations

Earlier simulations showed that CA and some other defects in nanotubes and other carbon nanomaterials\textsuperscript{95,96} can have local magnetic moments. Although the standard STM with the tip made from a nonmagnetic material probes simultaneously the LDOS corresponding to majority and minority spins, an account for magnetism can change the positions of defect-induced peaks.

In order to assess the difference in the electronic structures of defected carbon nanotubes calculated with and without account for spin polarization, we studied in detail two representative cases: single adatom on a (10,0) nanotube [Fig. 4(c)] and two spatially separated adatoms [Fig. 7(a)]. LDOS of nanotubes with the defects calculated with (red curves) and without (green curves) account for spin polarization is presented in Fig. 8. In the spin-polarized calculations, LDOS is a sum of the LDOS for majority and minority spins. It is evident that although spin-polarized calculations give rise to a slight broadening of the peaks, the positions and width of the peaks are essentially the same.

H. Defect stability

The reliability of devices based on the local modification of SWNTs by a controlled creation of specific defects should critically depend on the defect stability. In this section, we will describe the changes at the defect sites which we observed under different measurement conditions.

Figure 9 shows three consecutive $dI/dV$ scans recorded on a semiconducting SWNT with three defect sites labeled $d1$–$d3$ induced by 1.5 keV Ar ions. The $dI/dV$ scans were recorded along the horizontal dashed lines in (a), (c), and (d) at 5.26 K with the following setpoint parameters: $V_s=1$ V, $I_s=0.12$ nA in (b) and $V_s=0.9$ V, and $I_s=0.12$ nA in (d) and (f). The corresponding apparent height profiles recorded along the same lines as for the $dI/dV$ scans are plotted in panels (g)–(i).

In Figs. 9(a) and 9(b), each defect site $d1$–$d3$ gives rise to different electronic signatures: symmetric paired gap
states for $d_1$, nonzero intensity across the entire gap with a single peak at the midgap level for $d_2$, and a structure with nonsymmetric paired peaks for $d_3$. In Fig. 9(d), one can observe that the defect structure $d_1$ has disappeared during the recording of the $dl/dV$ scan, where about only a half of the spatial extent of the paired gap states is visible, followed by a sharp transition to the unperturbed electronic structure. This sharp transition is also clearly visible in the corresponding apparent height profile in Fig. 9(b). The third $dl/dV$ scan in Fig. 9(f) and the corresponding apparent height profile in Fig. 9(i)—both recorded immediately after the second $dl/dV$ scan in Fig. 9(d)—confirm the complete disappearance of the defect structure, leaving the underlying lattice unperturbed.

It is important to notice that both peaks in the STS of defect structure $d_1$ vanish simultaneously and completely, leaving the intact structure, as can be inferred from the STM topography and STS spectroscopy. The concerted disappearance indicates that the two peaks should not be considered as the coincidental superposition of two single-peak structures but that they belong to a unity. The fact that this defect can be made to disappear completely indicates that it is only weakly coupled to the nearly pristine tube. This description fits very well with the proposed origin of a pair of interacting carbon adatoms or a carbon adatom and a nearby vacancy, which can completely recombine.

Figure 10 gives an illustration for the case where defect sites experience a modification in their structure. Here, three consecutive STM images (from top to bottom) of a semiconducting (7,5) SWNT exposed to 200 eV Ar ions are displayed. These images have been recorded at $T=5.35$ K with setpoint parameters $V_s=1$ V and $I_s=0.3$ nA. In the top image of panel (a), four defect sites labeled $d_1$–$d_4$ are visible and single point spectra have been recorded on each of them at positions 1–4. The corresponding spectra are displayed in panels (d)–(g), showing paired gap states for positions 1 and 2 and single gap states for 3 and 4. As discussed above, the double-peak structures can be attributed to two (or more) close but separated CAs or CAs and SVs, and single peaks can be due to single C adatoms, SVs, or DVs. A comparison between the top and middle STM images in panels (a)–(c) clearly shows a modification in the structure of defect $d_1$ which splits into two defect sites indicated by positions 1a’ and 1b’. Spectroscopic signatures in panel (d) show a single intense peak at the conduction-band edge for 1a’ and also a single peak at the same energy position but less intense for 1b’. This modification in the structure of $d_1$ occurred between the recording of the top and middle images. All other defect structures remain unchanged.

On defect $d_3$, a series of spectra has been recorded at different setpoint currents [in topography image (b)] for the same bias voltage of 1 V. We could observe that this defect structure remained stable up to a current of about 300 nA and changed its structure only at the maximal available current of about 330 nA, with a transition in the electronic structure from a single midgap peak to paired peaks (one in the conduction band and the second in the valence band) as shown in spectra 3’ and 3” in panel (f). Besides this change, it can be observed that the structure of the nearby defect site $d_4$ has also undergone a modification during the same measurement at 330 nA, with a shift of the initial midgap peak toward the conduction-band edge as shown in spectra 4’ and 4” in panel (g).
Based on our observations, we can classify the typical defect evolution into three categories. 
(i) Defect structures with double peaks can disappear from the tube surface after a certain time (few seconds up to tens of minutes) under scanning with standard setpoint parameters of $V_s=1$ V and $I_s=0.1–1$ nA, which correspond to a dissipated power of 0.1–1 nW.
(ii) Defect sites can also change their configuration under scanning with standard setpoint parameters, e.g., in the transition from a double-peak structure on a single defect site to two defect sites each showing a single peak at the conduction band as in Fig. 10(d).
(iii) A defect site showing a single gap state close to the midgap level remained stable with setpoint parameters $V_s=1$ V and $I_s=300$ nA and changed its structure with a setpoint current of 330 nA. This event has been accompanied by a change in the structure of a close defect site (about 3 nm) showing a shift of midgap peak toward the conduction band.

The order reflects a hierarchy in the stability of the observed defect structures. (i) and (ii) refer to the less stable configurations. The disappearance of defect sites characterized by a double-peak structure in the LDOS during the scan with standard conditions (i) can be explained on the basis of our simulation by the recombination of a CA-SV pair. Another probable scenario is the disappearance of CA-CA structures due to tip-adatom interactions whose nature is similar as in the case of controlled manipulation of weakly adsorbed molecules on metallic surfaces. Note however that in our case the topography signal never showed any typical signature for an adsorption of the adatoms on the tip, indicating a possible desorption of the adatoms or a tip-induced diffusion out of the scanning range.

Generally, the change in configuration referred in (ii) can also be understood from the arguments in (i). Change in the separation between two CAs or migration of two nonadjacent SV-type defects cannot be ruled out since CAs on the outer surface of small-diameter SWNTs and SVs have roughly the same mobility.

The defect site showing a high stability described in (iii) is thought to be a double vacancy. This assumption is based on the measured electronic structure showing an intense and narrow midgap level remained stable with setpoint parameters $V_s=1$ V and $I_s=0.1–1$ nA, which correspond to a dissipated power of 0.1–1 nW.

V. SUMMARY AND CONCLUSION

In this work we combined first-principles simulations with STM investigation of SWNTs subjected to Ar-ion irradiation to study the changes in the electronic structure of SWNTs due to defects produced by the energetic ions. We showed that individual irradiation-induced defects can give rise to single and multiple peaks in the gap of the semiconducting nanotubes and that a similar effect can be achieved when several defects are close to each other. Our theoretical results make it possible to identify the most typical defects in semiconducting nanotubes by comparing their signatures in the measured STS spectra to the computed density of states. Based on the results of our first-principle simulations of the local electronic structure of semiconducting nanotubes with defects, our experimental data on the abundance of single- and multiple-peak defects confirm a higher production of several close point defects at ion energies of about 1 keV as compared to that at 200 eV, in line with the results of previous empirical potential calculations. We further studied the stability of defects and their evolution during STM measurements. We showed that by manipulating the imaging conditions, one can locally cause recombination or transformations of defects. Our results not only shed light on the abundance of the irradiation-induced defects in carbon nanotubes and their signatures in the STS spectra but also suggest a way on how STM can be used for engineering the local electronic structure of defected carbon nanotubes. Our results can have important implications in SWNT-based photonics and quantum optics in the light of recent observations of exciton localization in SWNTs due to the presence of disorder.
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