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Neural networks

Computer vision, Natural language processing… 

Machine translation, Image captioning, Speech recognition … 

Feedforward networks
Autoencoder networks
Convolutional networks
Recurrent networks
Generative adversarial networks



RNN

LSTM

GRU

Neural networks – recurrent 



Neural networks – seq2seq

oWord embeddings
oTemporal information
oContext (subjective)
oLogits
oTeacher forcing

Encoder

Embed

He loved to eat .

S Decoder

Er liebte zu essen .

Softmax

Er liebte zu essenNULL



Neural networks – convolutional (for text)

oEmbeddings matrix
oFilter widths equals 

embedding size
oHeight states 𝒉-gram 
oRepresentations
oByteNet, WaveNet

Faster!



Neural networks – problems 

oHard to parallelize #bottleneck
oLimited by convolution filter sizes #bottleneck
oSource sequences compressed as fixed length vectors #bottleneck

oIncrease in length of sequences, decreases performance #case
oAlignment problems, local-global information #case



Attention



Attention – seq2seq



Attention – seq2seq

üScoring
üSource and target hidden states
üHappens with every source state
üSoftMax
üContext vector
üNext hidden state



Attention – types of scorers



Attention – scoring 

Scoring:
o𝑠𝑐𝑜𝑟𝑒 ℎ()*+,((-. , ℎ012*3,⋆ = (ℎ()*+,((-. ). ℎ012*3,⋆

oAnother neural network that learns the function

Attention vectors à Scoring network/layer à Encoder states

Global attention (soft)
Local attention (hard)

basic variants



Attention – global vs local (1)



Attention – global vs local (2) 



Attention – notes

oHard to parallelize #bottleneck
oLimited by convolution filter sizes #bottleneck
oSource sequences compressed as fixed length vectors #bottleneck

oIncrease in length of sequences, decreases performance #case
oAlignment problems, local-global information #case
oImproves performance
oBetter interpretability



NIPS 
2017



Architecture – at a glance

o No recurrence
o Relies completely on attention
o Retains known structure
o Outperforms RNNs & CNNs
o Novelties:

1. Scaled dot product attention
2. Multi-head attention

Encoder

Decoder



Architecture – scope

o Machine translation
𝑗𝑒 𝑠𝑢𝑖𝑠 é𝑡𝑢𝑑𝑖𝑎𝑛𝑡 −→ 𝐼 𝑎𝑚 𝑎 𝑠𝑡𝑢𝑑𝑒𝑛𝑡

o Sentences length ~100
o Resources for parallelization

o Stacked

1. Encoder Self-attention

2. Decoder Self-attention
3. Encoder-Decoder attention (global attention)

Encoder

Decoder





Architecture – self-attention

oRepresentations
oIntra-attention, RNNs
oConstant path length between 

any two positions #intuition
oRefer by content #motivation
oMultiplicative interactions 
#motivation

Removes recurrence completely!



Architecture – encoder self-attention

<sos> je suis etudiant

𝑊H ∈ 𝑑J1K,L𝑋𝑑N

o query ßà target state
o key, value ßà source states



Architecture – decoder self-attention

I am a student

𝑊H ∈ 𝑑J1K,L𝑋𝑑N

o query ßà target state
o key, value ßà source states

& 𝑛𝑜_𝑝𝑒𝑎𝑘_𝑚𝑎𝑠𝑘



Architecture – encoder-decoder attention

𝑊H ∈ 𝑑J1K,L𝑋𝑑N

o query ßà target state
o key, value ßà source states

o global attention 
o queries à masked output 

representations
o key, value ßà encoder states



Architecture – scaled dot-product attention

o
.
KS

to account for large inputs

o Hard to parallelize #bottleneck
o Alignment problems, local-global 
information #case
o Same linear projection à head



Architecture – multi-head attention

o Parallel heads (distributions)
o 𝑊1 =accounts for capturing 

information from all attention heads
o Overhead = Linear projection + 

SoftMax



Architecture – other details

o Positional encoding – sinusoids 
o Residual connections
o Layer normalization
o 8 heads, 6 layers
o Adam optimizer
o Label smoothing



Results
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Implications

• BERT: Pre-training of Deep Bidirectional Transformers for 
Language Understanding

• Universal Transformers

• A Study of Reinforcement Learning for Neural Machine 
Translation

https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1807.03819
https://arxiv.org/abs/1808.08866
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Thank you for your 
“attention!”


