The hydrophobic effect and its role in cold denaturation
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Abstract

The hydrophobic effect is considered the main driving force for protein folding and plays an important role in the stability of those biomolecules. Cold denaturation, where the native state of the protein loses its stability upon cooling, is also attributed to this effect. It is therefore not surprising that a lot of effort has been spent in understanding this phenomenon. Despite these efforts, many unresolved fundamental aspects remain. In this paper we review and summarize the thermodynamics of proteins, the hydrophobic effect and cold denaturation. We start by accounting for these phenomena macroscopically then move to their atomic-level description. We hope this review will help the reader gain insights into the role played by the hydrophobic effect in cold denaturation.

© 2009 Elsevier Inc. All rights reserved.

Introduction

Using cold temperatures in biology and medicine has its origins in ancient Egypt where they were used for healing already around 2500 BC. The birth of modern cryobiology is often associated with James Arnott (1797–1883) who applied cold temperatures to destroy cancerous tumors [20]. The temperatures he reached were not extreme by today’s standards, only to −24 °C, but his work has been the inspiration for using cold temperatures as a cheap and efficient method for certain surgical operations as well as for preservation of biological matter. In today’s cryotherapy, liquid nitrogen temperatures are typically applied.

At a more microscopic level, temperature is one of the most important parameters in defining proteins’ behavior in living matter. It is now well established that proteins denature at both high (typically ~60 °C) and low (typically ~−20 °C) temperatures [40,58,57]. The term ‘denaturation’ typically refers to the well established phenomenon of heat denaturation, whereas the latter is often called ‘cold denaturation’ and it is the focus of this article. Denaturation can also be induced by pressure [34,46].

Denaturation, by heat or cooling, refers to the loss of the unique three-dimensional structure [3] a protein has under physiological conditions. When a protein experiences this structural instability it also loses its functionality. Although cold denaturation has been experimentally established [57,59] and even suggested to be a universal mechanism present in most proteins [42,52,57], it is much harder to study experimentally due to the necessary sub-zero temperatures. When considering cold denaturation as a universal mechanism, two notable exceptions should be noticed. First, despite several studies, there is only one report of cold denaturation in hyperthermophilic organisms [16]. Second, the so-called ‘intrinsically disordered proteins’ are known to be resistant against heat denaturation and experiments have now shown that to be the case for their low temperature behavior as well although the kinetic mechanisms may be different [1]. Historically, cold denaturation (in the presence of urea) was first suggested by Hopkins in 1930 [33].

Non-covalent bonding (i.e., hydrogen bonds, electrostatic interactions and hydrophobicity) plays a crucial role in the structural stability of proteins. Hydrogen bonding is important for the formation of secondary structures, while electrostatic and hydrophobic interactions are needed for stabilizing the tertiary structure of proteins. The subtle variation in the relative strengths of these interactions lies in the heart of denaturation. Nowadays it is clear that understanding hydrophobicity [15,24] and the role of entropy vs. enthalpy [23] are key for a better understanding. However, fundamental questions remain unanswered despite several theoretical
modeling and computer simulations at lattice and even atomistic levels [10,12,17,19,23,45,47,54,61,70].

In our earlier work [23], we introduced a microscopic model to describe heat and cold denaturation within the same framework. Clathrate cages (particular order structures of water molecules) around non-polar residues were identified as the crucial structure leading to both types of denaturation. Their high entropic cost accounts for the folding of the protein at ambient temperature while their low enthalpy is responsible for the unfolding of the protein at low temperature. This explains why cold denaturation proceeds with heat release as opposed to heat absorption seen during heat denaturation. Notice that a literal interpretation of the word “cage” calls for caution since a complete hydrate cage around the solute is likely to form at only low temperature while at ambient temperature only incomplete cages survive for a reasonable amount of time. In this paper we summarize some of the theoretical efforts to understand microscopically the hydrophobic effect and the role it plays in cold denaturation. We proceed as follows: in the next section we describe the thermodynamics of proteins and identify the hydrophobic effect as the main mechanism behind cold denaturation. This effect is discussed in “Hydrophobic effect”. Thermodynamical and atomic models accounting for cold denaturation are introduced in “Cold denaturation”, providing an explanation for the phenomena. A conclusion is given at the end.

Thermodynamics of proteins

In their natural environment proteins exist in a variety of configurations, which can be mapped into folded and unfolded states of the protein [21]. In equilibrium, the stability of a configuration associated with the folded structure is given by the relative free energy of these two states [40,58,71]: \( \Delta G = G - G^* \). The folded state is stable if \( \Delta G > 0 \), and this stability increases with increasing \( \Delta G \). If \( \Delta G < 0 \), then the system unfolds spontaneously, releasing energy to the environment. Thermodynamics provides a framework for describing the temperature dependence of \( \Delta G \) [6]. This dependence is obtained by expanding the enthalpy and the entropy around the transition point by means of the heat capacity as described below.

At the transition temperature \( T_c \), both the folded and unfolded configurations have the same energy:

\[
\Delta G(T_c) = \Delta H(T_c) - T_c \Delta S(T_c) = 0,
\]

such that

\[
\Delta S(T_c) = \frac{\Delta H(T_c)}{T_c},
\]

where \( \Delta S \) is the change in entropy and \( \Delta H \) is the change in enthalpy. The enthalpy of transition can be written in terms of the heat capacity at constant pressure:

\[
\Delta H(T) = \Delta H(T_c) + \int_{T_c}^{T} dT \Delta C_p(T),
\]

since \( \Delta C_p \equiv \frac{\partial \Delta H(T)}{\partial T} \). Whenever \( \Delta C_p(T) \) can be considered to be constant, this equation reduces to:

\[
\Delta H(T) = \Delta H(T_c) + (T - T_c) \Delta C_p.
\]

For the entropy of transition, we have

\[
\Delta S(T) = \Delta S(T_c) + \int_{T_c}^{T} dT \left( \frac{\partial \Delta S(T)}{\partial T} \right) = \frac{\Delta H(T_c)}{T_c} + \int_{T_c}^{T} d\ln(T) \Delta C_p(T) = \frac{\Delta H(T_c)}{T_c} + \Delta C_p \ln \left( \frac{T}{T_c} \right),
\]

where the last equality is obtained by assuming that \( \Delta C_p \) is constant.

Now, by considering Eqs. (4) and (5) together, we obtain the Gibbs energy of unfolding:

\[
\Delta G(T) = \Delta H(T) - T \Delta S(T) = \frac{(T_c - T)}{T_c} \Delta H(T_c) + (T - T_c) \Delta C_p - T \Delta C_p \ln \left( \frac{T}{T_c} \right).
\]

This equation brings about that the temperature dependence of \( \Delta G \) is determined by \( T_c \), \( \Delta H(T_c) \), and \( \Delta C_p \). These quantities can be obtained experimentally from calorimetry experiments [57], which have shown typical numbers for real proteins to be [63]: \( T_c = 60 \, ^\circ C \), \( \Delta H(T_c) = 500 \, kJ \, mol^{-1} \), and \( \Delta C_p = 10 \, kJ \, mol^{-1} \, K^{-1} \).

Fig. 1 shows the temperature dependence of \( \Delta G \) for a typical protein. This quantity has a convex shape, indicating the presence of two phase transitions. These transitions take place whenever \( \Delta G(T) = 0 \). The transitions correspond to heat denaturation at \( T = T_c \), and to cold denaturation at \( T \approx -30 \, ^\circ C \). At intermediate temperatures, between \( T \approx -30 \, ^\circ C \) and \( T_c \), the folded configuration is thermodynamically stable, with maximal stability occurring at about \( 17 \, ^\circ C \). It is interesting to note that even under most stable conditions, very little energy is required to unfold the protein: \( \Delta G(T = 17 \, ^\circ C) \approx 32 \, kJ \, mol^{-1} \). Thus, while nature requires the folded protein to be stable in order to function, the stability is marginal, with 32 \, kJ \, mol^{-1} being only a minor fraction (about 5%) of the interaction energy of a single covalent bond between two carbon atoms.

In this work, we are mainly interested in the low temperature transition to the denatured state, i.e., cold denaturation. Thermodynamically this transition results from the convex curvature of the Gibbs energy. This curvature can be computed from Eq. (6):

\[
\frac{\partial^2 \Delta G(T)}{\partial T^2} = -\frac{\Delta C_p}{T},
\]

and it becomes convex, i.e., \( \frac{\partial^2 \Delta G(T)}{\partial T^2} < 0 \) whenever \( \Delta C_p > 0 \). For globular proteins \( \Delta C_p \) is positive [57] and increases with the length of the protein [43]. This feature is mostly attributed to the hydration of non-polar amino acids which have a distinguishable positive \( \Delta C_p \), as opposed to polar amino acids that contribute negatively to the heat capacity of proteins [36,56].

The temperature \( T_c \) at which cold denaturation occurs can be obtained by solving \( \Delta G(T_c) = 0 \). This task becomes a simple analytical exercise when the logarithmic term in Eq. (6) is approximated by its second order Taylor expansion:

\[
\ln \left( \frac{T_c}{T} \right) \approx \frac{(T_c - T)}{T_c} \frac{T_c - T}{2T^2}.
\]

The temperature at which cold denaturation takes place then reads [40]:

\[
T_c^2 \approx \frac{T^2 \Delta C_p}{2 \Delta H(T) + T \Delta C_p}.
\]

This equation shows clearly that cold denaturation becomes accessible at higher temperatures for proteins with larger \( \Delta C_p \) and \( T_c \). Notice that \( \Delta H(T_c) \) has the opposite effect on \( T_c \).

For a typical protein, the temperature at which cold denaturation occurs is below the freezing point of water, see Fig. 1. This undesirable feature for experimental studies is usually overcome by weakening the folded protein through pressure [40,46,59,68] or chemical denaturants [37,57]. Qualitatively, the weakening can be seen as shifting of the convex Gibbs energy (shown in Fig. 1) downwards, thereby increasing \( T_c \) above freezing, and decreasing \( T_c \). Pressure has the additional effect of decreasing the freezing point of water to \(-22 \, ^\circ C\) (at 200 MPa) such that experiments can be performed within a wider range of temperatures below \( 0 \, ^\circ C \). The drawback of using pressure or chemistry to weaken
the protein is that it becomes difficult to deconvolute the effect of those denaturants from cold denaturation itself.

In Table 1 we show the experimental value of $T_d$ for a few selected proteins. Notice that the actual value of $T_d$ is strongly dependent on the experimental technique used to weaken the stability of a protein.

Summarizing, cold denaturation in globular proteins takes place because of their large positive heat capacity of unfolding. This is related to the hydration of non-polar residues and thus to the hydrophobic effect, which we discuss in the next section. It is important to realize that the hydrophobic effect is a general property of globular proteins [24,35], cold denaturation is also expected to be a general phenomenon. However, the interpretation of cold denaturation calls for some caution, since it is technically difficult to observe and differentiate the related phenomena. For example, experimental data have recently reported cold denaturation in a hyperthermophile protein [16]. Meanwhile, due to the lack of folded structure, intrinsically disordered proteins do not lose solubility either at high or low temperatures [1].

Table 1

<table>
<thead>
<tr>
<th>Protein</th>
<th>$T_d$ (°C)</th>
<th>$T_c$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chymotrypsinogen pH 2.07</td>
<td>-9</td>
<td>49</td>
</tr>
<tr>
<td>Ribonuclease pH 2 (0.3 GPa)</td>
<td>-32</td>
<td>30</td>
</tr>
<tr>
<td>Ubiquitin pH 4.0 (0.2 GPa)</td>
<td>-12</td>
<td>82</td>
</tr>
<tr>
<td>Metmyoglobin pH 3.84</td>
<td>7</td>
<td>55</td>
</tr>
<tr>
<td>Methemoglobin pH 3.70</td>
<td>10</td>
<td>44</td>
</tr>
<tr>
<td>Aromoglobin pH 4.70</td>
<td>1</td>
<td>51</td>
</tr>
<tr>
<td>Aromoglobin pH 4.78</td>
<td>-3</td>
<td>54</td>
</tr>
<tr>
<td>Staphylococcal nuclease pH 6.0</td>
<td>6</td>
<td>33</td>
</tr>
<tr>
<td>Staphylococcal nuclease pH 6.5</td>
<td>4</td>
<td>38</td>
</tr>
<tr>
<td>B state of ferritoytochrome c pH 13</td>
<td>0</td>
<td>48</td>
</tr>
</tbody>
</table>

* Estimated from figures by Smeller [68].
* Estimated from figures by us.
* At ambient pressure.
* In the presence of NaCl: 0.01 M. Data for other concentrations of NaCl is also given by the authors.

Hydrophobic effect

The hydrophobic effect is one of the main driving forces for the formation of self-assembled biological structures such as lipid membranes and proteins [25]. It reflects the tendency of water to avoid non-polar molecular structures such as hydrocarbons and hydrophobic amino acids. The hydrophobic effect is largely due to the special ability of water molecules to form hydrogen bonds (H-bonds) with themselves, attempting to avoid structural arrangements where the network of these H-bonds is perturbed. Non-polar molecules such as lipids and hydrophobic amino acids thus tend to aggregate and displace themselves from contact with water.

The hydrophobic effect can be inferred from the Gibbs energy of transfer of non-polar molecules from their bulk liquid state into water: $\Delta G = G_{\text{water}} - G_{\text{bulk}}$. If $\Delta G$ is positive, then the solute prefers to be surrounded by other solutes as opposed to water. The larger $\Delta G$ becomes, the higher is the tendency of solutes to cluster together. In contrast, negative $\Delta G$ implies a molecule that is soluble in water.

Non-polar molecules have a large positive energy of transfer. For example, the free energy of transfer of methane molecules at 25 °C is about 26.2 kJ mol$^{-1}$ [60]. Some insight can be gained by computing the enthalpy $\Delta H$ and entropy $\Delta S$ of transfer. For methane, the enthalpic contribution to $\Delta G$ is negative (−4.3 kJ mol$^{-1}$), while the entropic contribution $\Delta S$ is positive (28.7 kJ mol$^{-1}$) and corresponds to 85% of the interaction. Thus, the hydration of non-polar solutes is characterized by a small favorable enthalpy and a strong unfavorable entropy. The temperature dependences of $\Delta G$, $\Delta H$, and $\Delta S$ for methane are shown in Fig. 2. As temperature decreases, bulk methane becomes less stable since $\Delta G$ decreases. Enthalpy can be held responsible for this destabilization as $\Delta H$ decreases with decreasing temperature. Entropy has the opposite behavior, it stabilizes bulk methane since $\Delta S$ increases with decreasing temperature.

The effects of hydrophobicity can also be measured by the heat capacity of transfer from liquid to water via $\Delta C_p = C_p^{\text{water}} - C_p^{\text{bulk}}$. For
simple solutions $\Delta C_p$ is small, while for non-polar solutes it is large and positive [27]. This large heat capacity of transfer has been shown to be proportional to the surface area around non-polar solutes accessible to water [44], and thus proportional to the number of solvent molecules around the solute [31].

Thermodynamics

As mentioned above the hydration of non-polar solutes in water has a large entropic cost and a small favorable enthalpy. This peculiar partition of the free energy imposes constraints on models for the hydrophobic effect. In this section we discuss a model introduced by Muller [31,41,50] that displays the correct partition of the hydrophobic effect. In this section we discuss a model introduced by Muller [31,41,50] that displays the correct partition of the free energy imposes constraints on models for the hydrophobic effect. In this section we discuss a model introduced by Muller [31,41,50] that displays the correct partition of

The focus of Muller’s model is in the H-bond between water molecules. Those are assumed to exist in two states in mutual equilibrium:

$$
H_{\text{bond(intact)}} = H_{\text{bond(broken)}},
$$

where the equilibrium constant $K$ is given by:

$$
K \equiv \frac{f}{1-f} = \exp(-\Delta G^*/RT).
$$

In this equation, $f$ is the fraction of broken H-bonds, $R$ is the gas constant and $\Delta G^*$ is the difference in Gibbs free energy between broken and intact states ($\Delta G^* = G_{\text{broken}} - G_{\text{intact}}$). Based on the assumption that the energy of the system is determined by H-bonds alone, the enthalpy and entropy are given by:

$$
H = fH_{\text{broken}} + (1-f)H_{\text{intact}},
$$

$$
S = fS_{\text{broken}} + (1-f)S_{\text{intact}},
$$

and the specific heat is given by:

$$
C_p = \left(\frac{\partial H}{\partial T}\right)_p = \left(\frac{\partial f}{\partial T}\right)_p H^*.
$$

Here, $H^* \equiv H_{\text{broken}} - H_{\text{intact}}$ and it is assumed to be temperature independent. The dependence of $f$ on temperature is obtained from Eq. (11):

$$
\left(\frac{\partial f}{\partial T}\right)_p = \Delta H^* f (1-f)/RT^2, \quad (15)
$$

such that the specific heat [31] is given by:

$$
c_p = (\Delta H^*)^2 f (1-f)/RT^2. \quad (16)
$$

Eqs. (12), (13) and (16) account for the enthalpy, entropy and specific heat of the H-bond network of water. Now, Muller assumes that hydration energies of non-polar solutes are related to rearrangements in this network alone. Thus hydration energies are computed as the difference in energies between the disturbed and undisrupted networks. Notice that the H-bond network is only perturbed locally by the solute, i.e., in the first hydrated shell, and only these molecules need to be taken into account for the hydration energies. This implies that $f$, $\Delta H^*$ and $\Delta S^*$ are different for bulk and first-shell water and we use $b$ and $s$ subscripts to distinguish them. Therefore the enthalpy and entropy upon hydration are given by:

$$
\Delta H = n[(1-f_b)\Delta H_s^* - (1-f_s)\Delta H_b^*],
$$

$$
\Delta S = n[(1-f_b)\Delta S_s^* - (1-f_s)\Delta S_b^* - R\Delta F],
$$

where $\Delta F \equiv F_b - F_s$ with $F_b \equiv f_b \ln f_b + (1-f_b)\ln(1-f_b)$ and similarly for $F_s$, these are the “mixing” entropies characteristic of mixture models. In these equations, $n$ is the number of H-bonds in the first-shell and it is related to number $N$ of water molecules by $n = 3N/2$. In the same line of thought the heat capacity of hydration is given by:

$$
\Delta C_p^\text{hydration} = n[C_p^b - C_p^s],
$$

where $C_p^b$ and $C_p^s$ are the specific heat, given in Eq. (16), of first-shell and bulk water.

Actual values for the parameters of the model are given in Fig. 3. The entropy predicted with those values for propane, butane, and isobutane at 25°C are −88.4 (−75.32), −101.4 (−93.20) and −98.9 (−89.14), respectively. Units are in J/K mol⁻¹ and experi-

---

1 To obtain Eq. (17), Muller assumes that the enthalpies of a broken H-bond in the first-shell and in the bulk are the same [41]. The same assumption is also made for the entropy of a broken H-bond in Eq. (18).
The behavior of the hydrophobic interaction upon cooling is of significance to this paper. For most materials, the average strength of the interaction between atoms increases as thermal energy decreases. In contrast, the strength of the hydrophobic interaction decreases with decreasing temperature. This non-intuitive behavior is related to the complex interplay between entropy and enthalpy – see Fig. 2. Upon cooling, both the stabilizing effect of entropy and the destabilizing effect of enthalpy increase. This indicates that the differentiation between shell and bulk water increases with decreasing temperature, with shell water becoming more ordered and forming more H-bonds than bulk water. However, the entropic...
and enthalpic terms do not change at the same rate. The enthalpic penalty increases faster upon cooling, thus accounting for a weakening of the hydrophobic interaction. It should be noted that the interplay between enthalpy and entropy is not clearly understood from a microscopic point of view.

**Cold denaturation**

In the previous section we have discussed the thermodynamics of the hydrophobic effect and how it arises from the atomic structure of water. This effect has been shown to be the dominant driving force for protein folding and is responsible for the stability of the protein core [24,35,51]. It has been incorporated in simple models of proteins where the solvent is describe implicitly – an example is the well known Hydrophobic-Polar model [14]. An implicit description is unlikely to account for both cold and heat denaturation – unless the parameters in the model are made temperature dependent [17]. When the solvent is described explicitly both heat and cold denaturation are recovered naturally [4,10,11,13,18,19,23,54,55,61,62,65]. In the proceeding paragraphs an overview of two approaches used to mimic the hydrophobic effect in proteins through an explicit solvent are summarized. Explicitly, a thermodynamical approach based on Muller’s model for water and a molecular dynamics approach based on a simple model that accounts for the relevant structure of shell water.

**Thermodynamical model**

One of the first models to account for cold denaturation in the physics literature was proposed by De Los Rios and Caldarelli [62]. In this model, the protein corresponds to a self-avoiding random walk where each amino acid occupies a site in a lattice. All other nodes $i$ are occupied by water molecules which can be in the bulk or form the first shell around the polymer. The bulk state is considered to be $q$ times degenerate and for simplicity the energy of this state is set to zero. The first shell can be in an ordered or a disordered state [50]. The disordered state is considered to be $q - 1$ times degenerate while the ordered state is not degenerate. This model is therefore described by three parameters: $J$, $K$ and $q$ – where $J$ and $K$ are the energies of the ordered and disordered shell states, respectively. If $s$ describes the state of first shell water molecules such that $s = 0$ represents the ordered state and $s = 1, \ldots, q - 1$ corresponds to the disordered states, then the Hamiltonian is given by:

$$H = \sum_j \left( -J \delta_{s,0} + K (1 - \delta_{s,0}) \right), \quad (20)$$

where the sum is over all water molecules that are nearest neighbors of some hydrophobic monomer. Therefore, for each conformation $C$ of the polymer its energy can be computed. The partition function of the system can be cast in the form: $Z_N = \sum_C Z_N(C)$, where the partition function of a given conformation $C$ is given by:

$$Z_N(C) = q^{n_s(C)} \exp(\beta J) + (q - 1) \exp(-\beta K)^{n_b(C)}, \quad (21)$$

where $n_s$ and $n_b$ are the number of water molecules in the first shell and bulk, respectively, and $\beta$ is reciprocal of the thermal energy.

It is possible to classify the polymer according to $n_s$. For self-avoiding random walks of size $N$, the fraction of configurations of perimeter $n_s$ is well approximated by a Poisson distribution:

$$p_{n_s}(n_s) \sim e^{(N-1)} \frac{|\delta(N - 1)|^{2N - 2 - n_s}}{(2N + 2 - n_s)!}.$$  

with $\delta = 0.75$. Using this distribution and Eq. (21), the partition function of the system reads:

$$Z_N(\beta) = \sum_{n_s} p_{n_s}(n_s) q^{2N - 2 - s} \exp(\beta J) + (q - 1) \exp(-\beta K)^{n_b}, \quad (23)$$

where the smallest perimeter $n_{min} = 2\sqrt{\pi N}$, assuming that in this configuration the system has a circular compact shape. The maximum number of water sites in contact with the polymer is $2N + 2$. The heat capacity, computed as:

$$C_v = \beta^2 \left( \frac{\partial^2 \ln Z}{\partial \beta^2} \right), \quad (24)$$

is shown in Fig. 5. Three peaks appear in the heat capacity. From zero temperature to the first peak, the polymer is swollen – in agreement with cold denaturation. As the temperature is raised above the first peak, the polymer folds and the number of first shell water is approximately $2\sqrt{\pi N}$. As temperature increases above the

![Fig. 5. Heat capacity, Eq. (24), for different polymer sizes. Here, $K/J = 2$ and $q = 10^3$.](image-url)

The pressure in the system was set such that the MB protein model system in the isothermal-isobaric ensemble molecular dynamics simulations were performed on the water–water molecules was also given by a shifted Lennard-Jones potential. The interaction between monomers and springs, and non-adjacent monomers are connected by a shifted bone of the protein are connected to each other by harmonic mers [26] was used: monomers which are adjacent along the backbone of the protein are connected to each other by harmonic springs, and non-adjacent monomers are connected by a shifted Lennard-Jones potential. The interaction between monomers and water molecules was also given by a shifted Lennard-Jones potential with the same binding energy as between the water molecules.

To study the process of cold denaturation at constant pressure, molecular dynamics simulations were performed on the water–protein model system in the isothermal-isobaric ensemble [2,28,38]. The pressure in the system was set such that the MB model reproduces water-like anomalies seen at ambient pressure [25] and hydrates non-polar molecules in a realistic manner [69]. Typically, the simulation box contained 512 molecules comprised of a 10-monomer long protein and 502 water molecules. To induce denaturation, simulations were performed at various different (effective) temperatures.

The main result for the study can be seen in Fig. 6, where the equilibrium distribution of the size of the protein, as measured by its radius of gyration $R_G$ [26], is shown at three different temperatures. In “hot” water (referring to the largest values of $T$ shown here), proteins favor more compact configurations with decreasing temperature. However, a further decrease of temperature results in reversal of this trend: as the temperature decreases further, the peak shifts to a larger value indicating that in “cold” water proteins become less compact for decreasing temperature. This behavior can be seen systematically in the inset of Fig. 6, which depicts the temperature dependence of the protein size. This type of non-monotonic behavior is characteristic to denaturation of real proteins and in line with previous studies [40,54,61].

Characteristic configurations of the protein at different temperatures are shown in Fig. 7. In cold water (upper panels), the monomers are surrounded by an ordered layer of “shell” water molecules. Molecules forming this cage are strongly H-bonded to each other and therefore have a low energy. At $T = 0.21$, the protein favors compact configurations. Water molecules close to the protein have at least one non-saturated H-bond which is pointing towards the protein. When the temperature is increased to $T = 0.25$, most monomers are in contact with the solvent. In Ref. [23], these observations were further quantified by computing the average H-bond energy per water molecule for shell and bulk water.

The molecular dynamics simulations of the MB model provide a simple microscopic picture for cold denaturation in terms of changes in hydration: at low temperatures water molecules infiltrate the folded protein in order to passivate the “dangling” water–water H-bonds found in shell water. At the same time, hydrophobic contacts are destabilized and an ordered layer of “shell” water molecules forms around the protein monomers such that they become separated by a layer of solvent in the cold denatured state. Solvent layers around the monomer pairs are highly ordered such that their formation decreases the total entropy of the system.
system. The existence of such low entropic states for shell water at low $T$ explains why cold denaturation proceeds with heat release as opposed to heat absorption seen during heat denaturation.

**Conclusion**

In this paper we reviewed and summarized some of the efforts to model and understand the hydrophobic effect and the role it plays in the thermodynamics of proteins. This review is not intended to be exhaustive but to focus on the recent advances in physics and chemistry, and especially on the efforts in computational modeling and theory. Thermodynamical models for the hydration of non-polar solutes are successful in reproducing experimental data accurately but they rely on many parameters that need to be adjusted (see “Thermodynamics”). They provide a basis for inferring the molecular structure of water around those solutes which is responsible for the hydrophobic effect (see “Atomic description” in “Thermodynamics of proteins”). When those thermodynamical models are coupled to a coarse-grained structure of proteins (see “Thermodynamical model”), non-trivial but realistic phases of these biomolecules are found to coexist. Simulations of simple models have been performed revealing a potential mechanism for cold denaturation of proteins which is consistent with the thermodynamical models (see “Atomic description” in “Cold denaturation”). Finally, when comparing with experiments, there are also subtleties which should be considered. For example, recent results have shown that replacing water with deuterium, as is common practise, may lead to changes in the physical properties [64].
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