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Simple Adaptive Controller for Objects with
Constraints

Abstract: The methods of adaptive PID controller design for industrial plants with unknown
parameters are proposed. It is shown that proposed PID controller is identical to the adaptive
minimum variance controller. Much attention had been given to the tuning procedures in the case
of constraints on the plant control and output variables.

Introduction

During the last 30 years various kinds of direct digital control (DDC) systems have been
implemented in the different process industries, and almost all of them include PID controllers as
standard facilities. Industry people prefer PID controllers due to their high effectiveness for a
wide range of industrial processes and stmple and well-understood structure [1,2]. However, the
capabilities of the traditional PID controller are limited. Tuning of this controller is usually an
empirical procedure based on knowledge and skill of control engineer or some simple tuning
guidelines (Ziegler-Nickols method [3], for example) rather than particular optimality criterion.
As a result many plants control loops are often poorly tuned and do not account for changes in
the controlled process parameters that prevent to achieve full potential of the digital control. To
overcome this problem in previous papers some adaptive and self-tuning procedures have been
presented — one based on the generalized minimum variance (GMV) approach [4-7] and other
based on the pole-placement (PP) technique [8] and expert system concept [3,9,10]. In this paper
we propose new on-line recursive tuning procedures that were obtained by applying of non-linear
programming techniques to the GMV controller design problem. The most attractive feature of
the proposed procedure is the capability of the PID controller parameter tuning regarding
constraints on the control input and output values and output error dynamics.

Problem formulation and controller tuning procedures

1 Problem formulation. Consider adaptive control problem for stochastic single input/ single

output plant with time-varying dynamics that can be described by the linear stochastic difference
cquation

Vi =Y,y h 8, Y, +OU, .t U, +w, N

where vy, is measured plant output, u, is input control signal, w, is independent random
disturbance with zero mean M {w,} = 0 and bounded variance M {w,‘} =o? (here M {} denotes

expected value). Plant parameters o, and b, are supposed to be unknown. Such a plant can be

successfully controlled by the well known GMV controller [1,2] designed with using the
following cost function minimization

Jy = M{(y;“ - V:+l)2 + ’?”tz} = M{Vrzﬂ + '3“:2} (2

where y, is desired plant output trajectory and A is non-negative weighting multiplier.

In spite of many successful applications qf such controjlers that have rather complex structure the
industry people prefer PID controllers but they do not associate tuning of the controller
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parameters with any control criterion such as (2). In this paper the adaptive PID controller tuning
procedure is proposed that can be applied to plants described by equation, (1) with arbitrary
analytical optimality criterion It should be noted that this problem had been considered in some
previous papers [4-7] and it had been shown that adaptive PID controller js equivalent to the
adaptive GMV controller if the plant equation order does not exceed 2.

2 Control for a Plant with known parameters. First let us consider plant with known parameters
(stochastic control problem). Let us transforn (1) to the form -

Yo = b, *ar¢z~| +w, (3)

T . . . . .
where a:{b,...,q,,ay..‘,q,}r, 4. :{q_,...,qu;_y..., yH,] ,» and introduce into consideration discrete PID
controller

r
by -y, +guv, ""gsvhx*gzvuz U t9, VY, (4)

r . N
where g = [90. 9, g,]r WV, = [v,,v,_,,v,,J - The control error at the time (t +1) can be written
as

Via = )’;u -y, "bd"{ "‘{ﬂ ~W,, :C’m"quw ~W, (5)

where v, =y ~bu, -3/ 4 Itis relevant to remark that error valye v,,, can be calculated
recurrently using the following relation

vu\ = ‘7l - 67 A¢l ‘“b‘AU’_‘ + dyl'ﬂ (6)

where ax, = x, - X,y 1s the first difference of appropriate variable.
Let us use the cost function

H
Jl =M {Vrzn + 'l(ul “Ul-!) } (7)
as a control optimality criterion and minimize it with using of the Gauss-Newton type procedure
01 = gl~) *[J(}’V‘J' (8)

where g, is the vector of tuned PID controlier parameters, V,J, = -7, bV, + A6 + vy g,

is the gradient vector of Jo regarding g, and [J,]‘ =Q%b! + 1) “V,V,’[fv,ﬂ"‘ is pseudo-inverse to
the matrix [4] of second derivatives of J, with respect to g,. Substituting all this expressions
into (8) we obtain the following parameter tuning algorithm

V. 0-(bl + 2)or v,

BERG TXP) 7 ®

It is obvious that with 1 =g the cost function (7) is transformed into the minimum variance
criterion and the parameter tuning algorithm becomes

g, :p,_‘*(&‘“,b,"~—g,'_,vt)~y~"7 (lo)

|
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that is identical to one-step Kaczmarz algorithm. Note that the multiplier V,”/,ﬂ'2 in (9) and (10)

is equal to {V T } if V, is non-zero vector. In the opposite case if |V, | ~ 0 the value V,(V,’V, +5’)"

must be taken as pseudoinverse to V', where 6 is small positive value defined by the word
length of the computer {11].

To prevent from jumps of the controller parameters the following criterion must be used

J, M {v,’” ' ,{(g, - g,,,)r (g, - g,,,)} (i

that results in another tuning formula

bg({;nt - b\gcr-sv)
g, U,,, + A‘b}W:ﬁ vr H (12)
The direct minimization of m {v,’,,} by g, gives
9, =-Qf,]'v,y, = LV, 13)

sV.f

If we substitute (13) and (4) to (1) we obtain the plant output value vy, ,, - Yiey +W,,, This means

that proposed PID controller is identical to GMYV controller and the control low can be written as
following

r
U, =y, +gq,.v, "‘guvv—\ + gz,avc-z U +g, V, (14)

3 Control for the plant with unknown parameters. In general case the plant parameters a,, b,

are unknown, so the real-time identification loop must be included into control system for the

plant parameter estimation using observed values of input and output variables. For this purpose
. . r -y ¢ r v

let us rewrite the plant equation (1) as y, = ©" ¢, +w,, where @ = [b,,a } , @ = [u,,.,qé,_,] . The

mode! parameters tuning can be performed using any adaptive identification algorithm, for
example, exponentially weighted recursive least square method

@' - @‘-‘ + P,-m,(y, - 6}'_,{0,)

15
a +¢’vrpv-1(01 ( )

p g.[,, f_ﬁf_ﬁ_L]

el a *’?’trpt-!fa:
or Kaczmarz algorithm ,

A s -

6,26, + T, (16)

@

Both algorithms provide estimate convergence in criterion when identification unit works in

respect to the closed loop adaptive control system [12-14]. In this case the PID controller
parameter vector is replaced by its estimates

. - \}i‘ ' pu "(b&t?: +4) étr—xvv 4
g, - Gioy +

L
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where v = Yio-bu, -3l and adaptive PID control low is transformed to the form

- s - - - a7
U, =U,  +g,v, YOV Y GV, =U,,+g, Y, (}8)

Thus, the plant parameters estimates provided by the identification loop are used for g,
calculation rather than true plant parameter values.

4 PID controller tuning Sor the plant with constrained variables. GMV appitoach to the
controller design does not take into consideration any constraints on the plant variables.
However, when designing controller for the particular plant the system engineer must deal with
various constraints on the plant output and control signal. In this case adaptive PID controller
design problem can be reduced to the non-linear programming problem consisting in the
minimization of the output error variance subject (o constraints on the plant input and output

variables. Let the value of m {v,’, .} be considered as the cost function and constraints on the plant

variables be in the form ul U *and M {v,’,,} <V'? (that is identical to the — <u, U and
-V s, sV ). Writing the Lagrangian function

L, =M {v,ﬂ, +).1(u,2 ~U ’)hlz(v,’ »V’)} (19)

where 1, and 4, are Lagrange multipliers, and minimizing it using the Arrow-Hurwits-Udzava
[15,16]) algorithm the adaptive PID controller is obtained

-

U, =0, +§ov, +0uViy +0uv, =0, +g/V,,
PR ARE) b F 20)
N (A LY Y A ‘

/‘tm’lu(‘}:z ~U 2)
Dot 77 )

;’I‘u-' = ’l‘u + 1O<ﬂu»| <1&

}ILIJAZI (Vlg;\ - Vz)
V2

Ay = A, + O<yg,, <1,

In the same way we can take into consideration constraint on the output error dynamics that can

be written as M {(v,,, - v');} sW? . In this case minimization of the Lagrangian function

L=mled, el W eaflu, v - 21
yields the following controller
‘“;I :‘]I“ + éo,:vl + g"‘,lvrwl + é:,tvt«I =‘}l—¥ + g"‘f\/' »
~ ‘;ﬁnp‘uﬁ"h)’?.l)- rtdbl-b“ﬂ)ﬁlvl v
- - 5 ¥ . 1 , (22)
g b5, (1 + 4, ) A, Vil

/“\,:os’z\,c[‘;lz U
U 2

Ay s A, + '0<f"u.x<ts

R (S S A
T

10<;‘2nl <!‘
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that is generalization of all previous tuning procedures.
Simulation results

Let us consider the control problem for the plant described by the difference equation [2]

Y, 2@,y 0 8,7, , by, , by,

where a, = 15, s, = -Q7, b, =1, b, = 5 and use as control criterion the Lagrangian function
Lo=m{2, v 4t -u )+ 2,0 -vi)}

where v, = y‘ -y ,y' =1. The plant and Pl-controller parameter values are suppoused to be
unknown and initial values of their estimates were the
fo!lowing:&h0 =dyg =by, =by, = fop = £10=01. The controller parameters were tuned

using algorithm (17) with 1 = 20 (fig.1). For the purpose of improving of the control quality, the
constraints on the control magnitude and the output error dynamics were introduced with [J = 2
and W = 0.1 and the controller parameters were tuned using algorithm (22) with 4, , =1, Az0 =5,

M= p2. = 0.1. The fig.2 shows that overshoot, the settle time and number of peaks were
considerably redused.
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Fig. 2
Conclusion

An adaptive discrete PID controller for a plant described by lincar stochastic difference equation
is obtained. The on-line recurrent procedure for the controller parameter tuning with respect to
constraints on control signal and output error value had been proposed. The performance of the
adaptive PID controller had been demonstrated by computer simulation. The presented

procedures make possible to implement generalized minimum variance control strategy using
traditional PID controllers.
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