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Ferropericlase, (Mg,Fe)O, is the second-most abundant mineral of Earth’s lower mantle. With increasing
pressure, the Fe ions in the material begin to collapse from a magnetic to nonmagnetic spin state. We
present a finite-temperature first-principles phase diagram of this spin crossover, finding a broad pressure
range with coexisting magnetic and nonmagnetic ions due to favorable enthalpy of mixing of the two.
Furthermore, we find the electrical conductivity of the mineral to reach semimetallic values inside Earth.
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Ferropericlase, ðMg1−xFexÞO, is an Fe-bearing transi-
tion-metal oxide that makes up some 20% of the total
volume of Earth’s lower mantle [1]. Each Fe ion in this
mineral assumes an octahedral coordination environment,
which leads to crystal field splitting, i.e., separation of the
Fe 3d shell of electrons into a higher-energy eg and a lower-
energy t2g group. At low pressure, the ground-state elec-
tronic configuration of Fe2þ is a high-spin state with
four unpaired electrons giving a total spin of S ¼ 2. On
compression, three effects come into play that ultimately
cause a spin transition or magnetic collapse to the low-spin
state, S ¼ 0. First, the crystal field splitting grows due to
increased overlap of the Fe and O valence orbitals, while
second, the electronic bands are broadened in energy due to
increased confinement, making the high-spin state increas-
ingly unfavorable [2,3]. Third, the low-spin state is favored
by the smaller size of the low-spin Fe ion via the PΔV
contribution to the free energy [4,5].
Ever since the discovery of the spin transition in Fe0.94O

beyond 60 GPa at room temperature [6] and later in
ferropericlase between pressures of 50 to 70 GPa [7], it
has become apparent that the phenomenon affects mechani-
cal [5,8–11], compositional [7], and electronic properties
[12,13] and, thus, holds potentially significant implications
for the physics and chemistry of Earth. Interest in spin
transitions is not, however, limited to geoscience, with
applications in, e.g., nanoclusters and thin films showing
great technological potential [14]. Experimental work
utilizing x-ray emission spectroscopy (XES) [7,8], optical
spectroscopy [12], Mössbauer spectroscopy (MSB) [15],
and equation-of-state (EOS) data gathered from high-
pressure x-ray diffraction experiments [16] has, to date,
probed the spin transition in ferropericlase up to pressures
of P ¼ 140 GPa and temperatures of T ¼ 2000 K. On the
theoretical side, approaches based on analytical mean-field
theory [17] and static first-principles calculations [18]
augmented by quasiharmonic phonon computations [10]
have treated the spin transition as in fact a smooth
spin crossover, an approach consistent with published
experiments. This crossover proceeds, with increasing

pressure, from all Fe ions assuming the high-spin state,
through to a mixed-spin phase with coexisting high-spin
and low-spin ions, to eventually all ions assuming the
low-spin state.
Previous theoretical work has been based on static

calculations and has assumed that the mixed-spin state is
stabilized entropically, yielding a narrow crossover at low
temperatures that disagrees with experiment. Moreover,
experiment and theory have not explored geophysically
important properties such as the band structure and electrical
conductivity. In this Letter, we take a different approach that
combines first-principles molecular dynamics with free-
energy minimization to simulate the high-temperature prop-
erties of the spin crossover directly. Our results reveal a new
physical picture of the crossover, where the mixed-spin
phase is stabilized through enthalpy rather than entropy,
giving a finite broadness for the crossover even at vanishing
temperatures. Additionally, we predict the EOS up to the
conditions at the base of Earth’s mantle (140 GPa, 4000 K)
and find that the electrical conductivity of ferropericlase
reaches semimetallic values at the bottom of the lower
mantle, with significant geophysical implications.
Our simulation setup is built on molecular dynamics

(MD) simulations within density functional theory (DFT),
as implemented in the VASP package [19]. We consider a
cubic simulation cell of 64 atoms with periodic boundary
conditions, adopting an Fe concentration of xFe ¼ 25%,
with the Fe ions arranged in a regular superlattice with two
nearest-neighbor distances between any two neighboring
Fe ions (see the Supplemental Material [20]). In order to
obtain an efficient simulation setup with well-converged
values for internal energy and pressure (within 5 meV=
atom and 0.2 GPa), we sample the Brillouin zone at the
Baldereschi point [21,22] for a lattice of simple cubic
symmetry and use a plane wave cutoff energy of 500 eV.
The projector-augmented wave method is used to avoid
explicit calculation of the core electron orbitals. To decide
on the best feasible approximation to the exchange and
correlation part of the total energy functional, we compared
the EOS from conjugate-gradient relaxed static calculations
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to experiment at 300 K, using the local-density approxi-
mation (LDA) and two different generalized-gradient
approximations (GGA), PBE [23] and PBEsol [24]. Of
these functionals, PBEsol proved clearly superior.
Unfortunately, the PBEsol functional fails to fully capture

the strong correlation between the 3d electrons of the Fe
ions, which is manifested as a spin transition pressure of
only 18 GPa for xFe ¼ 3.125%, whereas the experimental
estimate is closer to 50 GPa [12]. As meta-GGA-type
functionals [25–28] that we tested brought no alleviation
to this problem, and as hybrid functional calculations
utilizing the exact Fock exchange of the DFT system of
quasi-electrons are computationally too demanding for MD,
we use the þU method [29] to approximate the aforemen-
tioned correlation effects. On the basis of our calculations
on the dependence of the spin transition pressure on U, an
empirical estimate forU from optical spectroscopy data [12],
as well as our own hybrid functional [30] computations, we
settled on U − J ¼ 2.5 eV. We then performed our
PBEsolþ U MD simulations in the NVT ensemble using
the Nosé-Hoover thermostat. Each simulation was run with a
time step of 1.0 fs for a total of 10 ps to reach thermal
equilibrium, followed by 10 ps over which all physical time
averages were computed. A total of three isotherms,
T ¼ 2000, 3000, and 4000 K, were simulated for compres-
sions that result in pressures of approximately 0 to 200 GPa,
to encompass existing experimental data and the conditions
of the lower mantle of Earth. These dynamic computations
were complemented with a set of static calculations, where
the crystal structure was relaxed using conjugate gradients.
In order to capture the continuous character of the spin

crossover and to, thus, produce a first-principles phase
diagram of the phenomenon, we minimize the Gibbs free
energy ΔGðP; T; fÞ ¼ GðP; T; fÞ − GðP; T; 0Þ at each P
and T with respect to f, the fraction of Fe ions in the high-
spin state. As we find a vanishingly small amount of
intermediate spin (S ¼ 1) Fe in our simulations, we define
f ≡ hμFei=hμHSFe i, where μFe and μHSFe denote the Fe mag-
netic moment and the samewhen all Fe ions are in the high-
spin state, respectively, and hi denotes an average over Fe
ions and time. To map ΔGðP; T; fÞ ¼ ΔH − TΔS as a
function of f, we perform constrained-moment and free-
moment calculations, the former producing a low-spin
(f ¼ 0.0) and high-spin (f ¼ 1.0) phase and the latter
producing two mixed-spin phases along each isotherm.
The enthalpyH of a given phase f is obtained directly from
the MD simulation, as is the electronic contribution to the
entropy Sel [31,32] (we set the electronic temperature equal
to the ionic temperature). The vibrational entropy Svib and
entropy Sconf due to site switching of high spins and low
spins we evaluate through the method of thermodynamic
integration [33,34]. The last contribution to the entropy,
Smag, due to the fully disordered paramagnetic state of the
moments above the Néel temperature of∼500 K [35,36], we
compute from the expression [37] Smag ¼ kB

P
i lnðμi þ 1Þ,

where μi is the total magnetic moment of Fe ion i, and kB is
the Boltzmann constant. We thus obtain ΔGðP; T; fÞ at four
values of f for each P and T, and to find the equilibrium f,
we interpolate and minimize ΔGðP; T; fÞ with respect to f
using a free second-order polynomial (Supplemental
Material [20]).
The resulting phase diagram for the spin crossover is

presented in Fig. 1. Strikingly, we find a broad pressure
interval of coexisting high-spin and low-spin ions at all
temperatures, even at fully static conditions (T ¼ 0 K in
the phase diagram). Another interesting feature of the phase
diagram is the weak temperature dependence of the
stability field of the mixed-spin phase up to ∼3000 K.
The shape of our phase diagram is thus fundamentally
different from previous theoretical work [10,17,18],
where the mixed-spin phase was stabilized through an
ideal mixing entropy, resulting in a completely sharp spin
transition at T ¼ 0 K. We predict f ≈ 0.5 at the core-
mantle boundary, also at odds with previous computations,
which have found significantly smaller high-spin fractions.
Comparison of our static results to existing experimental
EOS, XES, and MSB data at 300 K shows overall good
agreement [Figs. 2(a), 2(b)]. Previous computations show a
much narrower crossover than EOS, XES, and MSB data
and our present results. Despite some experiments indicat-
ing a narrow crossover [38], on balance, the crossover
would thus appear to be broad rather than narrow, in
agreement with our findings. Our results for the EOS at
all simulated temperatures are presented in Fig. 2(c), display-
inggoodagreementwith experimental high-temperaturedata.
The finite width of the spin crossover even at vanishing

temperatures is due to the favorable enthalpy of mixing
ΔHmix of the high-spin and low-spin ions (Fig. 3). We trace
the favorable ΔHmix value to packing considerations arising
from the volumes of alternating high-spin and low-spin Fe-O
octahedra. Because of the occupation of eg orbitals, the high-
spin octahedron is larger than the low-spin octahedron, and
the Mg-O octahedron is intermediate in size. When high-
spin and low-spin Fe in (Mg,Fe)O are brought close together,

FIG. 1 (color online). Our first-principles phase diagram of the
spin crossover in ferropericlase. The black line is a geotherm
from Ref. [39].
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the system can exploit the willingness of high-spin Fe-O
octahedra to expand and their neighboring low-spin octahe-
dra to contract with respect to the MgO crystal (see inset of
Fig. 3), resulting in lower internal energy and forces and,
hence, lower enthalpy than expected from ideal mixing of
high-spin and low-spin Fe. Our finding is in sharp contrast to
previous computational work on the spin crossover [10,18],
where the high-spin and low-spin ions have been assumed to
form an ideal solid solution. The favorable ΔHmix value that
stabilizes the mixed-spin phase in our static simulations
persists in the dynamical simulations (Fig. 3). We quantify
the short-range order in our dynamical simulations [20],
finding a strongly alternating ordering of high-spin and low-
spin octahedra, which is partially relaxed at higher temper-
ature due to vigorous site switching of spins. Finally, while
we expect the detailed arrangement of Fe ions in the crystal
to affect the magnitude of the mixing enthalpy, the described
mechanism stabilizing the mixed-spin phase should not be
altered.
Increasing temperature favors the high-spin state because

of the favorable contribution to the free energy from the Smag
term and to a lesser extent the Svib term. Over the range of
temperatures that we have considered, the magnetic entropy
dominates over the electronic entropy, which favors the
low-spin state. The mixed-spin phase region becomes
slightly broader with increasing temperature due to the
increase in Sconf with increasing temperature. Sconf increases
with temperature due to the relaxation of short-range order
among the Fe sites in the mixed-spin phase (Supplemental
Material [20]).

We find that the vibrational entropy is greater for high-
spin ions than for low-spin ions. This we relate to the shape
of the valence charge density of the Fe ion in the high-spin
state which, considering a sole Fe ion in MgO at static
conditions and zero pressure, results in a less symmetrical
Fe-O octahedron (two axes expanding, one contracting)
than that for the low-spin state (all axes contracting
uniformly). This underlying differential distortion, as
quantified in our NVT simulations by the difference in
octahedral quadratic elongation [45] between the high-spin
and low-spin phases, persists at finite temperature, leading
to larger mean squared displacements of the high-spin Fe
ions and, hence, a greater TSvib value in the corresponding
phase (Supplemental Material [20]).
The partitioning ofFebetween ferropericlase and themajor

lower mantle phase ðMg; FeÞSiO3 perovskite has important
implications for understanding the structure, dynamics, and
geochemistry of Earth’s lower mantle [7]. We assess the
effect of the spin transition on the partitioning by computing
the ratio lnðKf=K1.0Þ, where Kf is the partition coefficient
assuming the equilibrium f, and K1.0 is the coefficient
assuming f ¼ 1.0. Assuming no subsequent spin transition
in the perovskite, we find lnðKf=K1.0Þ to lie approximately
in the range 0 to 1.5 along the geotherm (Supplemental
Material [20]), much less than the value of ∼10 estimated
by Badro et al. [7]. Our much more moderate result for the
effect of the spin transition on the partitioning appears in
better agreement with the relatively weak pressure depend-
ence of Kf found in experiment [1].

FIG. 2 (color online). (a) The EOS of ferropericlase at static conditions compared to experimental data gathered at 300 K [9,16,40–43].
We construct the total EOS by interpolating V ¼ VðP; fÞ linearly between the four spin phases f, where the EOS for each phase is a fit
to the third-order Birch-Murnaghan EOS [44]. (b) Our static result for f compared to XES and MSB data [8,13,15] as well as previous
computational results [10] at 300 K. (c) Our thermal EOS for all simulated temperatures along with experiment at 2000 K [16].
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The electrical conductivity of the lower mantle is
important for understanding anomalies in Earth’s rotation
via the electromagnetic coupling of mantle and the under-
lying core and the relationship between observations of the
geomagnetic field and its source through the filter of a
potentially conductive mantle. However, no measurements
or ab initio predictions of the conductivity of ferropericlase
at conditions of the deep lower mantle are available. Using
the Kubo-Greenwood method to compute the electronic
component of σ as implemented in VASP [46,47], we find
σ ¼ 4.0� 0.4 × 104 S=m at conditions close to the bottom
of the mantle (P ¼ 136 GPa, T ¼ 4000 K), approximately
half the recently obtained value of 9 × 104 S=m for FeO in
similar conditions [48], consistent with the experimental
result that σ increases with Fe concentration [49]. From the
electronic density of states, it is evident that the metal-
lization of the mineral from its initially insulating state is
due to the 3d electrons of the Fe ions forming broad bands
that lead to a significant density of states at the Fermi level,
an effect due to both pressure and temperature. The spin
crossover itself serves to increase σ, as an increase in the
concentration of low-spin Fe implies increased density of
states near the Fermi level of the crystal (Supplemental
Material [20]).
The predicted semimetallic value of electrical conduc-

tivity of ferropericlase at the core-mantle boundary might

be invoked to explain the highly conductive layer in this
region inferred from observations of the planet’s nutations
and anomalies therein [50,51]. Assuming the pyrolitic
volume fraction of 20% for ferropericlase in the lower
mantle, the presently obtained electrical conductivity for
the mineral, and taking the surrounding perovskite phase to
be insulating, the Hashin-Shtrikman minimum-maximum
bounds [52] for the conductivity of the mixture are zero and
5.7 × 103 S=m, respectively. In an adoption of the maxi-
mum value and the halfway value, a simple calculation
shows that respectively 18 or 35 km of lower-mantle
material is enough to give the required minimum conduct-
ance of 108 S to explain the nutation observations. A more
highly conductive mantle than previously assumed may
also require revision of the interpretation of surface
measurements of Earth’s magnetic field.
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