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We use the three-dimensional Mercedes-Benz model for water and Monte Carlo simulations to study
the structure and thermodynamics of the hydrophobic interaction. Radial distribution functions are
used to classify different cases of the interaction, namely, contact configurations, solvent separated
configurations, and desolvation configurations. The temperature dependence of these cases is shown
to be in qualitative agreement with atomistic models of water. In particular, while the energy for the
formation of contact configurations is favored by entropy, its strengthening with increasing tempera-
ture is accounted for by enthalpy. This is consistent with our simulated heat capacity. An important
feature of the model is that it can be used to account for well-converged thermodynamics quantities,
e.g., the heat capacity of transfer. Microscopic mechanisms for the temperature dependence of the
hydrophobic interaction are discussed at the molecular level based on the conceptual simplicity of
the model. © 2011 American Institute of Physics. [doi:10.1063/1.3537734]

I. INTRODUCTION

Since 1970s the hydrophobic effect has been one of
the most discussed topics in biophysics, particularly the sol-
vation of proteins and small molecules and their interac-
tions with surfaces. The hydrophobic effect is intimately re-
lated to the way living matter undergoes self-organization
and how phenomena such as protein folding and denatura-
tion occur.1–9 References 10–14 provide recent reviews of the
topic. Tanford15 provides a lucid account of the history of
the hydrophobic effect since its explanation in 1938 by Irving
Langmuir and how it slowly became one of the cornerstones
of protein science.

The hydrophobic interaction, i.e., the water-mediated at-
traction between nonpolar solutes, is related to the particular
hydration properties of nonpolar surfaces. While water can
form up to four H-bonds in its bulk environment, close to
nonpolar solutes it is hindered from forming H-bonds in the
direction of the solute. To avoid the energetic cost related to
the loss of a H-bond, these water molecules tend to assume
a reduced number of low energetic configurations where the
formation of H-bonds is maximized. This reduced number of
conformations accounts for a free energy of hydration that has
a lower entropy as compared to bulk water. Using ice as an
analogy, the low entropic regions around solutes were named
“iceberg,” although it was noted already in the original 1945
work of Frank and Evans16 that this analogy should not be
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taken literally: close to the solute water is not in its solid state
but it is perturbed toward crystallinity.17–19

To avoid the high entropic cost of hydration, nonpolar so-
lutes aggregate in water. The hydrophobic interaction refers to
the energetics of this association, which is characterized20 by
an increase in entropy when small solutes are separated by
short distances (typically r < 5 Å), and an unfavorable free
energy when at intermediate distances (5 Å < r < 6 Å). Re-
cently, computer simulations have identified several nontrivial
features of the hydrophobic interaction. For example, the heat
capacity of a pair of nonpolar solutes in water depends on the
distance separating them—being negative at short distances
and unexpectedly positive at intermediate distances.21–24

Also, the hydrophobic interaction between clusters of non-
polar solutes has been shown to be nonadditive.23,25–27

In this paper, our focus is on the qualitative tempera-
ture dependent features of the hydrophobic effect. We use the
three-dimensional Mercedes-Benz model (3DMB) (Ref. 28)
to describe water molecules. A previous version of the
model dates back to the early 1970s (Refs. 29–31) and
has recently been studied analytically and through computer
simulations.32, 33 The 3DMB model28 reproduces many of the
features of bulk water at ambient conditions: the maximum
density in the liquid phase of water, the negative thermal ex-
pansion coefficient, and the minimum in the compressibility
of real water. It has recently been used to study regelation,
i.e., the melting of ice when subjected to high pressure and
its refreezing once this pressure is lifted.34 Here, we embed
nonpolar solutes within 3DMB water and use Monte Carlo
simulations to study structural and thermodynamic properties
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of these systems. Previous studies using the two-dimensional
Mercedes-Benz model have shown that this method provides
valuable information about the hydrophobic effect and its
thermodynamics in the presence of small molecules and the
denaturation of proteins.35–39

The paper is organized as follows. The model and com-
putational details are provided in Sec. II. Structural properties
using radial distribution functions (RDFs) are given in Sec.
III. Thermodynamic properties are described in Secs. IV–VI
in which we analyze the system in terms of the potential mean
force and study its temperature dependence and heat capacity.
The microscopic mechanism is discussed in Sec. VII, and we
finish with discussion and conclusions in Sec. VIII.

II. SIMULATIONS

The 3DMB model mimics the interaction between wa-
ter molecules28 through three explicit terms: directional H-
bonds, isotropic van der Waals interactions, and a dihedral
angle term. The competition between these terms accounts
for the properties of water. Following our previous work on
the 3DMB model,28 energies are reported in terms of binding
energy between H-bonds, i.e., εHB, and distances are given
in units of the equilibrium distance between H-bonds, RHB.
Temperature is given in units of |εHB|/kB and the Boltzmann
constant kB is set to 1. Pressure is given in units of |εHB|/R3

HB.
We use a pressure of 0.2 since at this pressure the 3DMB
model reproduces the thermodynamical features of water at
ambient conditions.28

Simulations are carried out in the isothermal–isobaric
(NPT ) ensemble. Unless otherwise stated, we sample eight
nonpolar solutes embedded in a solution of 504 Mercedes-
Benz (MB) particles. Solute molecules are described by a
Lennard-Jones potential

ULJ(ri j ) = 4εLJ

[(
σLJ

ri j

)12

−
(

σLJ

ri j

)6
]

, (1)

with binding energy for solute–solute interactions set to
εLJ = εss = 0.15 and equilibrium distance to RLJ = 21/6σss

= 1.30. The size of these solutes is comparable to Ar
(for which RAr = 1.88 Å and in units of the solvent radius
Rw = 1.4 Å gives RAr/Rw = 1.34) and methane (Rmethane

/Rw = 1.35).40 For interactions between solute and MB
water molecules we use the Lorentz–Berthelot rules σsw

= (σss + σww)/2 and εsw = √
εssεww. Here, εww = 0.05 and

σww = 1.04/21/6 are the parameters for water–water interac-
tion as given in Ref. 28. To increase the efficiency of the sim-
ulations, we use a distance cut-off of 3RHB when computing
energies. To avoid artifacts due to this cut-off, all Lennard-
Jones potentials are shifted to zero at this cut-off.41–43

A Monte Carlo step consists of displacing the center of
mass and the orientation of particles randomly by at most
Rmax and 0.125 rad, respectively. The maximum translational
displacement, Rmax, is chosen such as to give an acceptance
ratio of 50%. Periodic boundary conditions are used and at
every five Monte Carlo sweeps, an attempt to rescale the size
of the box is made (one Monte Carlo sweep is equivalent to

N = 512 attempted steps). To obtain reliable data, the ini-
tial configurations were chosen randomly and the systems
were equilibrated at a given temperature for 15 × 104 sweeps.
Then, data were gathered over 1 × 107 sweeps. This protocol
was repeated for ten samples for each of the temperatures.

The radial distribution function g(r ) computed during the
simulation is used to estimate the potential of mean force
PMF(r ) for the association of solutes. PMF(r ) corresponds to
the free energy required to bring two particles from an infinite
separation to a distance r ,

PMF(r ) = −kB T ln(g(r )). (2)

The entropy �S required to bring a solute from an infinite
distance to a distance r is

�S(r ) = −
(
∂PMF(r )

∂T

)
= −PMFT +�T (r ) − PMFT (r )

�T
. (3)

Using Eqs. (2) and (3), the enthalpy difference �H (r ) in this
process is

�H (r ) = PMF(r ) + T �S(r ). (4)

We also compute the heat capacity of hydration from the po-
tential of mean force as

�C p(T ) = −T

(
∂2PMFT (r )

∂2T

)
P

= −T
PMFT +�T (r ) − 2PMFT (r ) + PMFT −�T (r )

(�T )2
.

(5)

To better quantify the role of water in the hydrophobic
effect, the number density of MB particles ρ(r, z) around a
pair of solutes is computed in polar coordinates during each
simulation. The z-axis is defined along the line connecting
the centers of mass of the two solute molecules. The zero of
this axis is at the midpoint of the line. The r coordinate of a
point corresponds to its shortest distance to the z-axis. Taking
advantage of the angular invariance around the z-axis, we
compute

ρ(r, z) = N (r, z)

2 π r dr dz ρo
, (6)

where N (r, z) is the number of MB molecules at position
(r, z) and ρo = Nwater/V . This normalization ensures that
ρ(r, z) → 1 when the distance between a solute and an MB
particle approaches infinity.

III. RADIAL DISTRIBUTION FUNCTION

Water molecules in the vicinity of nonpolar solutes are
more ordered than bulk water.44 An idealization of this or-
dering is the dodecahedral cage of a crystalline methane hy-
drate in which the number of water molecules hydrating the
solute is 20—see Fig. 1. This ordering of water around iso-
lated solutes has an unfavorable low entropy which can be
made more favorable by bringing solutes close to each other.
Thus, the formation of contact between solutes decreases the
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FIG. 1. Schematic representation of a clathrate cage around a hydrophobic
particle.

solute–water surface area and, hence, decreases the amount of
ordered water molecules. Because of the consequent increase
in entropy, contact configurations (CCs) are said to be entrop-
ically favorable and they will be studied here using the RDF
and the potential of mean force.

Figure 2(a) shows the solute–solute RDF at T = 0.140,
and Figs. 2(b)–2(d) show the normalized number density of
water ρ(r, z) at the peaks and valleys of the RDF. The first

peak corresponds approximately to the solute van der Waals
distance (21/6σss). In this case, the region between solutes is
depleted of water as Fig. 2(b) shows.

When the solute molecules are separated by a distance
that corresponds to the second peak, the region between
them accommodates one layer of water; the position of the
second peak corresponds to twice the equilibrium distance
between solute and water, i.e., dsecond peak = 2(21/6σsw). The
presence of water molecules between the two solutes is shown
Fig. 2(d). Due to their importance for the hydrophobic effect,
atomic configurations at the first and second peaks of the RDF
have been assigned specific names contact configurations and
solvent separated configurations (SSCs), respectively. These
refer to the absence and presence of water in the region be-
tween solute molecules. Configurations at the valley of the
RDF are named desolvation configurations (DCs). The num-
ber density of water at the DC state is shown in Fig. 2(c).
There is some evidence that this state plays an important role
in the kinetics of protein folding.45, 46

The hydrophobic interaction is attractive for small apolar
solutes2, 36 and correlates with their surface area of exposure
to water.47 Within the RDF, changes in surface area occur
when particles undergo transitions into SSC and CC states.
Thus, the hydrophobic interaction affects mostly the relative
population of these states. Figure 3 shows the temperature
dependence of the RDF. In a typical liquid, the molecules
become less correlated when heated up. For hydrophobic
solutes, however, the population of CC states increases upon
heating: solute particles become more correlated at short
distances when temperature increases, i.e., their solubility
decreases upon increasing temperature. This is shown in
Fig. 3. The other states of the system, i.e., SSC and DC,
behave as in a typical liquid: the SSC increases while the
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FIG. 2. (a) Solute–solute RDF at T = 0.140. (b)–(d) Number density of water molecules around solutes for relevant peaks and valley of the RDF.
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FIG. 3. Temperature dependence of the solute–solute RDF. Arrows indicate
changes in the RDF with increasing temperature.

DC decreases upon cooling the system. This observed
temperature dependent behavior for CC, DC, and SSC
states is in agreement with atomistic simulations using the
TIP5P,22, 48 TIP4P,48, 49 TIP3P,48 SPCE,22, 48 SPC,48 and the
two-dimensional MB (Ref. 24) models for water.

To understand this nonintuitive temperature dependent
behavior of the hydrophobic effect, in Sec. IV we study the
potential of mean force between nonpolar solutes and its de-
composition in entropy and enthalpy.

IV. POTENTIAL OF MEAN FORCE

Figure 4 shows the potential of mean force PMF(r ), en-
tropic energy −T �S, and enthalpy �H at T = 0.140. These
quantities were computed according to Eqs. (2)–(4). Each
peak of the RDF corresponds to a minimum in PMF(r ). Thus,
the first minimum of PMF(r ) corresponds to the CC state and
the second minimum to the SSC state, as indicated in Fig. 4.
PMF(r ) corresponds to the free energy required to bring par-
ticles from an infinite separation to a distance (r ). Subtracting
the solute–solute pair potential [Eq. (1)] from PMF(r ) yields
the solvent mediated contribution to the solute–solute interac-
tion. This contribution is purely attractive for small distances
implying that in the absence of solvent, i.e., in the gas phase,
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FIG. 4. Potential of mean force (full line), entropic energy (dashed line), and
enthalpy (dotted line) of nonpolar solutes at T = 0.140.

TABLE I. Number and energy of water in different shell states (ISC,
SSC, and CC) and bulk state. These simulations were carried out with two
solutes in 610 MB molecules at T = 0.140 and P = 0.20. ISC: isolated
solute configurations, SSC: solvent separated configurations, CC: contact
configurations.

State Number of shell water Energy
ISC 27 –0.984756
SSC 25 –0.99204
CC 21 –0.987301
Bulk — –0.945207

the equilibrium distance between solutes is larger than in the
liquid phase.55, 56

Within the classical picture of the hydrophobic effect
by Frank and Evans,16 the main energetic change when hy-
drophobic particles are brought close to each other is given
by the transfer of shell water into the bulk as the hydration
shell around the solutes overlap. Since shell water is more or-
dered, this transfer increases the entropy and enthalpy of the
system.5, 8, 14, 16, 35, 37 This is in line with the energetic partition
of the CC state shown in Fig. 4. This state is entropically stabi-
lized and enthalpically destabilized. On the other hand, when
hydrophobic solutes are brought to distances corresponding
to the SSC state, the energetics of the system is dominated
by enthalpy instead of entropy. This occurs because only a
small number of shell water is transferred to the bulk during
the formation of the SSC state. Thus, the main mechanism
accounting for the relaxation of SSC is the rearrangement of
shell water into a lower energetic state.

In other words, from a microscopic point of view, the
CC state is characterized by the transfer of shell water into
the bulk while this transfer is not the dominant phenomena
accounting for the SSC state. To quantify this statement we
show in Table I the number of water molecules involved in the
hydration of two solutes when these are in the CC, SSC, and
ISC (isolated solvent configuration) states. Solutes are consid-
ered to be isolated, i.e., in the ISC state, when the distance be-
tween them is in the range [3.00:3.25]. Note that the absolute
number of water molecules involved in hydration depends on
the definitions used in the calculation.51 Simulations and the-
ory computed the average number of water molecules in the
first hydration shell around methane solutes. Numbers varied
between 14 and 22 water molecules depending on the model
and theory used,40,52–54 while experiments measured hydra-
tion shells with 16, 19, or 20 water molecules.55–57

From Table I, we can conclude that when solutes form
the SSC state, i.e., ISC → SSC, on average two shell water
molecules are transferred to the bulk. This is a small number
compared to the six shell water molecules that are transferred
to the bulk during the formation of the CC state, i.e., when
ISC → CC.

The PMF (Fig. 4) shows that SSC state is character-
ized by enthalpy minimization which can be explained micro-
scopically by a rearrangement of shell water molecules into
lower energetic states. To quantify this statement, we show in
Table I the potential energy of a water molecule in the
different shell states (ISC, SSC, and CC) and in the bulk state.
An energetic penalty of about 0.039 (in units of εHB) is associ-
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FIG. 5. Potential of mean force (a), entropic energy (b), and enthalpy (c) of
nonpolar solutes at different temperatures. Arrows indicate changes in this
quantities with increasing temperature at CC and SSC states.

ated with the transfer of one shell water into bulk. There is an
energetic gain of –0.007284 when one shell water in the ISC
state is transformed into a shell water in the SSC state and
a gain of –0.002545 upon transformation into the CC state.
Thus, the balance in potential energy for forming SSC and
CC states is –0.1041 and +0.18, respectively. This shows that
the stabilization of the SSC state can be explained by a fa-
vorable rearrangement of shell water, while enthalpy cannot
explain the stability of CC states. Entropy is required for the
stability of CC states, as described above.

V. TEMPERATURE DEPENDENCE

Figure 5(a) shows the PMF, obtained using Eq. (2), at
three temperatures. It shows that the attraction well at the CC
state becomes deeper and therefore more stable as tempera-
ture increases. This unusual behavior is opposite to what hap-
pens with standard interactions. For example, for a H-bond
the attraction well becomes less pronounced with increasing
temperature. The depth of the potential well of the SSC state
shows a small, but systematic increase with temperature, as
seen in Fig. 5(a).

Figures 5(b) and 5(c) show the entropic energy (−T �S)
and enthalpy, respectively. At the CC state, the entropic en-
ergy increases with increasing temperature contributing to a
weakening of the CC state. On the other hand, �H decreases
and contributes to a stronger CC state. Therefore, the change
in enthalpy when nonpolar solutes are buried at a higher tem-
perature is responsible for the strengthening of the hydropho-
bic effect—not the change in entropy. Furthermore, for this
phenomenon to occur, the change in enthalpy with increasing
temperature has to be higher than the change in the entropic
energy. This can be shown analytically from the definitions of
the heat capacity,

�CCC
p ≡ d�H CC/dT = T d�SCCdT . (7)

First, we obtain the temperature dependence of entropic en-
ergy and enthalpy by integrating the equations above using Ts

as a starting temperature—defined when �SCC(Ts) = 0,

−T �SCC(T ) = −T �CCC
p ln

(
T

Ts

)
, (8)

and

�H CC(T ) = �H CC(Ts) + (T − Ts)�CCC
p . (9)

Second, we compute how these quantities change with respect
to temperature,

d(−T �SCC) = −
[
�CCC

p ln

(
T

Ts

)
+ �CCC

p

]
dT (10)

and

d
(
�H CC

) = �CCC
p dT . (11)

Since �CCC < 0 (see Sec. VI), then d(�H CC) < 0 and the
entropic energy is positive, d(−T �SCC) > 0, for tempera-
tures in the range Ts/e < T < Ts , where e = 2.71828. Since
experimentally Ts ≈ 386 K,58 the entropic energy is positive
in the whole liquid range of water. These signs for changes
in entropic energy and enthalpy are in agreement with the
arrows shown in Figs. 5(b) and 5(c). Now, using Eqs. (10)
and (11), the amplitude of changes in enthalpy versus entropic
energy is∣∣∣∣ d�H CC

d(−T �SCC)

∣∣∣∣ =
∣∣∣∣ 1

−1 − ln
(

T
Ts

)∣∣∣∣ > 1, (12)

where the inequality is valid for Ts/e < T < Ts . Thus,
changes in enthalpy dominate over the respective change in
entropic energy and account for the strengthening of the hy-
drophobic effect with increasing temperature.

Changes at the SSC state with increasing temperature
have an opposite direction compared to the CC state—see
Fig. 5. These changes are much smaller than changes at the
CC state. They are characterized by an increasing enthalpy
and decreasing entropic energy (−T �S) with increasing tem-
perature. This behavior is consistent with �C p(at SSC) > 0
(see Sec. VI). Based on Eq. (12), we can also conclude that
enthalpic changes are more important in magnitude and there-
fore are responsible for the weakening of the SSC state with
increasing temperature.

VI. HEAT CAPACITY

In addition to a high positive free energy of hydration
which is dominated by entropy, the hydrophobic effect also
stands out for its high positive heat capacity of hydration.59

Accordingly, when hydrophobic solutes are brought into con-
tact, the amount of hydration decreases and the observed
change in heat capacity is negative. Figure 6 shows the dif-
ference in heat capacity �C(r ) measured when solutes are
brought from an infinite distance to a distance r at temperature
T = 0.140. This quantity is computed using Eq. (5). A nega-
tive (positive) value of �C(r ) means that less (more) energy
is required to increase the temperature of the system when
solutes are at distance r compared to isolated solutes.

Figure 6 shows that the CC state has a negative heat
capacity when compared to isolated solutes. This is re-
lated to the transfer of about six shell water molecules (see
Table I)—more ordered and stronger bond forming—to the

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



065106-6 Dias et al. J. Chem. Phys. 134, 065106 (2011)

1 2 3

Distance

-20

-10

0

10

 Δ
 C

p

CC

DC
SSC

FIG. 6. Dependence of the heat capacity on distance at T = 0.140.

bulk. On the other hand, the SSC state has a positive heat ca-
pacity as compared to isolated solutes. This is related to the
favorable rearrangements of shell water in SSC states.

VII. MICROSCOPIC MECHANISM

In this section, we provide a qualitative microscopic de-
scription of the thermodynamic features behind the hydropho-
bic effect. At the CC state, the main contribution to �H and
�S comes from the transfer of shell water into bulk—see Ta-
ble I. Within this approximation, at Ts where �S(Ts) = 0 the
number of microstates that shell and bulk water can assume is
the same. This implies that similar to bulk water, shell water
has no preferred orientation at Ts , such that in many of these
orientations it has at least one H-bond arm pointing toward
the solute. Since this dangling arm cannot form a H-bond,
many of the microstates of shell water at Ts have a higher en-
ergy than the microstates of bulk water; and this implies that
�H (Ts) < 0.

At temperatures below Ts , the entropy of shell water is
smaller than the entropy of bulk water, i.e., −T �S < 0. This
results from the constraint imposed by the formation of H-
bonds. When the strength of these H-bonds is strong enough,
it is not possible to fully rotate a water molecule without
overlapping its bonding neighbors with the solute or with-
out breaking H-bonds. Thus, the phase space probed by these
molecules is smaller than the phase space of bulk water. This
explains why the entropic energy is negative below Ts . As the
strength of H-bonds increases with decreasing temperature,
the difference in allowed states between shell and bulk water
increases and −T �S(T ) decreases, as shown in Fig. 5(b) for
the CC state.

Configurations in which shell water has one of its H-bond
arms pointing away from the solute are consistent with the
constraint imposed by the formation of H-bonds. Figure 1
is a schematic representation of a clathrate cage, where all
the water molecules surrounding the solute have one H-bond
arm pointing away from the solute. While a complete closed
cage is not likely to form in water, the population of individ-
ual shell water in these clathrate configurations increases as
temperature decreases. In these configurations, the other three
arms of the molecule form angles of about 60◦ with the sur-
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FIG. 7. Normalized distribution of the orientation of shell water at different
temperatures as a function of cos(θ ). (Inset) Distribution of the orientation of
shell water as a function of θ for T = 0.140 (full line) compared to a random
distribution of water orientation (dashed line).

face. As such, the population of H-bond arms in the first shell
around the solute increases by a factor of 3 every time one of
these configurations is formed. This high concentration of H-
bond arms at the surface of the solute favors the formation of
strong H-bonds. Thus, as temperature decreases, the enthalpy
of shell water decreases faster than that of the bulk water. As
a consequence, �H , which is negative at Ts , increases with
decreasing temperature. It becomes zero at Th , with Th < Ts ,
and keeps increasing as the temperature is reduced below Th .
This enthalpic behavior is visible in Fig. 5(c) for the CC state.

The increase in clathrate configurations of water as tem-
perature decreases is quantified in Fig. 7. This figure shows
the temperature dependence of shell water orientation distri-
bution. The orientation is defined by the cosine of the angle
between the H-bond arm and the distance vector between the
MB particle and the solute. Thus, cos(θ ) = −1 occurs when
one arm points away from the solute and cos(θ ) = 1 when
it points toward the solute. At cos(θ ) = 0.5, the H-bond arm
forms an angle of 60◦ with the surface. At a higher tem-
perature, e.g., T = 0.17, this angular distribution becomes
almost flat, favoring only slightly configurations with one
arm pointing away from the surface. As temperature de-
creases, the bias in favor of these “clathrate” configurations
increases and the distribution peaks strongly at cos(θ ) = 0.5
while many configurations are found with cos(θ ) = −1 as op-
posed to cos(θ ) = 1. Similar distribution has been obtained
for TIP3P.60 In the inset of Fig. 7, we show the same dis-
tribution but now as function of the angle θ for T = 0.140
(full line) and compare it to a random distribution of water
orientation (dashed line). Water configurations with one arm
pointing toward the solute ( θ = 0 ) are clearly disfavored,
while configurations with θ = 60◦ occur with a strong prob-
ability. Also, configurations where arms pointing away from
the solute (θ > 90) are very likely to occur.

To understand the negative heat capacity of association
at the CC state (see Fig. 6), we use Eq. (7). According to this
equation, a negative heat capacity of association occurs either
if �H decreases with increasing temperature or if −T �S
increases with increasing temperature. As described above,
these temperature dependencies are explained by a decrease
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in the number of clathrate configurations of water molecules
as temperature increases.

VIII. DISCUSSION AND CONCLUSION

In this paper, we study the temperature dependence of the
hydrophobic effect using the 3DMB model of water. We show
that this recently proposed model accounts for different fea-
tures of the hydrophobic interaction. At the molecular level,
hydrophobic particles can be found in equilibrium in two dif-
ferent states: CCs and SSCs. The latter occurs when the van
der Waals spheres of the solutes touch each other and the for-
mer occurs when one layer of water molecules separates the
different solutes. These two equilibrium states are separated
by an energetic barrier: the desolvation barrier.

For small solutes comparable to argon and methane, the
energy of CC states results from the transfer of about six shell
water to the bulk—see Table I. These shell water form cage-
like configurations (see Fig. 1), which at low temperatures are
enthalpically favorable and entropically unfavorable. Thus,
when hydrophobic solutes are brought into contact, less wa-
ter molecules are in cagelike configurations and this accounts
for a larger entropy and larger enthalpy. Since the reduction
in entropic energy (−T �S) is larger than the increase in en-
thalpy, the CC state corresponds to an energetically favorable
configuration.

As temperature decreases the formation of cage-
like configurations by individual shell water molecules
increases—see Fig. 7. Accordingly, the entropic energy of
transfer increases with increasing temperature. However, this
destabilizing effect is overcompensated for by a reduction
in the enthalpy of transfer, which explains the strengthening
of hydrophobic interaction with increasing temperature.
While the free energy resulting from this enthalpic/entropic
compensation is small,61 it has a strong implication for the
stability of biological molecules leading to cold denaturation
in proteins.8, 39, 62

While the formation of the CC state is accounted for by
the transfer of six shell water molecules to the bulk, the energy
of the SSC state is characterized by a rearrangement of the
H-bond network of shell water into low energetic states. Ac-
cordingly, the SSC state is enthalpically stabilized and since
H-bonds become weaker as temperature increases, the favor-
able enthalpic SSC state becomes less favorable with increas-
ing temperature.

As a word of caution we should mention that an assess-
ment of free energies of hydration require accurate models for
water. In particular, an accurate dependence of the density on
temperature (∂ρ/∂T )P is needed to account properly for the
enthalpy of hydration,

�H = −kT 2

(
∂G/kT

∂T

)
P

. (13)

This can be seen by dividing �H in constant-density and
density-dependent terms,

�H =−kT 2

(
∂G/kT

∂T

)
ρ

− kT 2

(
∂G/kT

∂ρ

)
T

(
∂ρ

∂T

)
P

.

(14)

Ikeguchi et al.63 have shown that for small cavities
in water, ((∂�G/kT )/∂T )ρ is small and positive, while
((∂�G/kT )/∂ρ)T has little dependence on density and tem-
perature. Thus, the temperature dependence of �H is mainly
due to (∂ρ/∂T )P .63–65 The 3DMB model reproduces qualita-
tively the dependence of density on temperature for water28

and therefore can be used to describe qualitatively the
enthalpic–entropic compensation of hydrophobic hydration.
We should also mention that the large number of solutes (eight
solutes) used here and required to obtain precise values for
the RDF (Refs. 22, 41, 66, and 67) implies that our PMFs
might have been affected by the presence of nearby solutes.
However, the qualitative aspects of the PMF as well as
the temperature dependence of the enthalpic–entropic com-
pensation discussed here are in agreement with previous
work.21, 25, 26, 48, 50

In summary, we used the three-dimensional Mercedes-
Benz model for water and Monte Carlo simulations to
study the structure and thermodynamics of the hydrophobic
interaction. Radial distribution functions are used to classify
different cases of the interaction, namely contact configu-
rations, solvent separated configurations, and desolvation
configurations. The temperature dependence of these cases is
shown to be in qualitative agreement with atomistic models
of water. In particular, while the energy for the formation of
contact configurations is favored by entropy, its strengthening
with increasing temperature is accounted for by enthalpy.
This is consistent with our simulated heat capacity. An
important feature of the model is that it can be used to
account for well-converged thermodynamics quantities, e.g.,
the heat capacity of transfer. Microscopic mechanisms for
the temperature dependence of the hydrophobic interaction
are discussed at the molecular level based on the conceptual
simplicity of the model.
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