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a b s t r a c t

Non-contact Atomic ForceMicroscopy (NC-AFM) is an experimental technique capable of imaging almost
any surface with atomic resolution, in a wide variety of environments. Linking measured images to
real understanding of system properties is often difficult, and many studies combine experiments with
detailedmodelling, in particular using virtual simulators to directlymimic experimental operation. In this
work we present the PyVAFM, a flexible and modular based virtual atomic force microscope capable of
simulating any operational mode or set-up. Furthermore, the PyVAFM is fully expandable to allow novel
and unique set-ups to be simulated, finally the PyVAFM ships with fully developed documentation and
tutorial to increase usability.

Program summary

Program title: Python Virtual Atomic Force Microscope (PyVAFM)

Catalogue identifier: AEWX_v1_0

Program summary URL: http://cpc.cs.qub.ac.uk/summaries/AEWX_v1_0.html

Program obtainable from: CPC Program Library, Queen’s University, Belfast, N. Ireland

Licensing provisions: Standard CPC licence, http://cpc.cs.qub.ac.uk/licence/licence.html

No. of lines in distributed program, including test data, etc.: 852449

No. of bytes in distributed program, including test data, etc.: 28531404

Distribution format:.ZIP

Programming language: Python input scripts and a C core.

Computer: Desktop.

Operating system: UNIX.

RAM: 500 Megabytes

Classification: 16.4.

External routines: GCC, Python 2.7, scipy and numpy

Nature of problem: Simulation of any atomic force microscope operational mode including experimental
delays/artefacts.

Solution method: A modular simulation was developed where a user can connect several components
together in order to simulate any operational mode. Each of these components is also developed to be
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mathematically similar to their real life counter parts hence incorporating any experimental delays or
artefacts.
Restrictions: For tip-sample interactions beyond simple analytical forms, the interaction field should be
provided by the user via separate simulations e.g first principles or classical calculations.
Unusual features:Modularity
Additional comments: The tutorials include several example tip-sample interaction approaches and fields,
and authors can provide others upon request.
Running time: 2 h. The example given in the installation section of the user manual only takes about 30 s.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

Non-contact Atomic Force Microscopy (NC-AFM) [1,2] is an
experimental technique capable of imaging surfaces with atomic
resolution. The instrument is, in principle, able to probe any kind
of material: it allows detailed analysis of previously unexplored
insulating surfaces [3], and thereby adsorbed molecular layers
[4,5]. NC-AFM has the ability to operate in atmospheric and
liquid environments, allowing characterisation of a wide variety
of interactions in very different mediums [6–8]. As a result of
the technological success and wide applicability of NC-AFM, the
instrument has reached a high level of complexity, and it is not
always clear how measured signals relate to physical quantities.
The basic principle of NC-AFM is to bring an atomically sharp tip
attached to an oscillating cantilever within a few angstroms of a
sample and detect changes in the cantilever’s oscillation frequency
(∆ω) caused by the tip–sample interactions FTS. In order to fully
interpret the measurements, one needs to understand how the
atomic/molecular species in the system determine FTS and its
relationship with the measured ∆ω. This is often not trivial.

Theoretical methods have often been used to reverse-engineer
the experiment, in order to provide reliable interpretation of the
measurements. Using atomistic models to describe the tip and the
surface, the interactions resulting from the atomic configuration
of the system can be calculated [9–11]. These are converted to
∆ω and compared directly to experimental measurements using
a model for the dynamics of the tip. A quite general but accurate
description of the NC-AFM tip dynamics is given by:

z̈ +
ω0

Q
ż + ω2

0(z − z0) = R(t) cos(ω(t)t)+ FTS(x, y, z) (1)

where x, y, z give the tip position, the cantilever resonant fre-
quency and Q-factor are ω0 and Q respectively, and z0 represents
the equilibriumposition of the cantilever tip along z. The cantilever
is driven into a constant-amplitude oscillation by feed-backs, gen-
erating an excitation signal of amplitude R(t) and frequency ω(t)
with a complex time-dependency. For this reason, Eq. (1) cannot
be solved analytically. With further approximations, a variety of
expressions to calculate FTS from∆ωwere formulated [12–14]. Un-
fortunately all these models do not account for the finite response
time of the feed-back electronics in the instrument, making it im-
possible to estimate an artefact in the interactions extracted from
∆ω or simulate bimodal cantilevers.

Previous attempts have been made to approach Eq. (1) nu-
merically with virtual machines, that incorporated a description
of the electronics found in the instrument [15–21]. The advan-
tage to using these virtual machines is that they are designed
to capture all aspects of a typical AFM experiment, including
instrument induced artefacts. Without a complete simulation of
the experimental setup, it is often impossible to directly compare
theoretical predictionswith experimental images inmore complex
Fig. 1. (a) A typical circuit with input x, some process function f and output y.
(b) An example input (x) and output (y) signal from a typical circuit.

techniques [22–25], particularly where analytical solutions are not
available to describe the modes of operation. Generally, the avail-
able implementations only describe one particular experimental
setup, usually operating in frequency modulation, and were de-
veloped specifically for an expert scientific user. As new imaging
methods and operationmodes are developed, a flexible virtualma-
chine that can be easily modified and employed by a wide variety
of users is increasingly necessary. In thisworkwe present PyVAFM,
a highly flexible and modular implementation of a virtual atomic
force microscope with fully developed documentation and tuto-
rials, and discuss its design principles, features and possible arte-
facts.

2. Implementation

2.1. Design concepts

In PyVAFM, a complex differential equation such as Eq. (1)
is represented by a network M = {C1, C2, . . . , Cn} (or virtual
machine) of computational units Ci called circuits (see Fig. 1). Each
circuit Ci contains a set of input x channels, output y channels, and
internal parameters p. Circuits are characterised by their internal
mechanisms, given by an operator y = f(x; p), which uses input
channels and internal parameters to compute the output. Even
though most of the circuits implement simple operators, such as
arithmetic and logical operations, filters, and controllers, complex
operators can be realised by connections, transferring the values
of output channels to all connected inputs. PyVAFM solves the
equation described by the network by integrating its components
in discrete time-steps ∆t . During each simulation step, all the
circuits read their input channels x(t), integrate their operators
and compute output values y(t +∆t) for the following time step.

For performance reasons, PyVAFMwas implemented with both
C and Python languages, exploiting their interoperability. The
execution of the virtual machine involves iterations (for each
time-step, loop over all Ci), which are notoriously inefficient in
Python. Therefore, the numerical framework for the calculation is
implemented in a C library as discussed in Section 2.2. The end-
user only deals with an intuitive, object oriented Python interface
(see Section 2.3), that makes handling the C library easier. Effort
has been made to ensure that the code is well documented, and
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Fig. 2. Schematics of the circuit’s memory representation.
this is achieved in the form of an extensive online user manual.1
On this site one can find documentation on every circuit including
a description of the process, what input and output channels they
have and an example of how to use the circuit. Furthermore there
are several tutorials that demonstrate typical AFM experiments
and related input scripts.

2.2. C library

Circuits Ci are represented by data structures in the C core
library, as illustrated in Fig. 2. Their internal parameters and I/O
channels are stored in arrays, defined as follows:

pi =

pi,1, pi,2, . . .


, pi,j ∈ R (2)

xi =

xi,1, xi,2, . . .


, xi,j ∈ N (3)

yi =

yi,1, yi,2, . . .


, yi,j ∈ N. (4)

In practice, pi consists of different pointers for integer, floating
point and arbitrary type of data required by the circuit, such as
strings and file pointers for output. It should be noted that I/O
channels xi,1 and yi,1 are integers, and do not correspond to the
numerical values exchanged between connected circuits. The real
signals are stored in a global array s(t) = {s1(t), s2(t), . . . , sk(t)}
with si(t) ∈ R: the value of the jth (input) channel of the ith circuit
is sxi,j (similar for outputs). Whenever a circuit is added to M, each
of its channels initialises one unique signal, extending the global
array. Connections are performed simply by assigning the index
of the source yi,j (output channel), to the destination xk,l (input
channel) so that both channels will read the same signal. Upon
disconnection, the destination xk,l will be reset to its initialisation
value, thus pointing to its unique signal.

The Ci data structure holds a reference to its operator fi,
called update function, as a pointer to functions defined for every
circuit type. This way, the pointer fi of every low-pass filter in
M references the same function, declared only once. In order to
maintain differences between circuits of the same type, update
functions take as arguments the data structure of the particular Ci,
use its data to locate channel signals and parameters, and update

1 http://singroup.github.io/PyVAFM/.
Fig. 3. Block diagram structure of the python input file.

its mechanism by one time-step. This device has been chosen to
emulate the object oriented behaviour lacking in C. The computed
results can be stored internally in Ci as pi, or in a global buffer array
s(t + ∆t) = {s1(t + ∆t), s2(t + ∆t), . . . , sk(t + ∆t)}, through
output channels. Therefore, the output computed by a particular
circuit is not visible to the others until the successive time-step:
this behaviour, and its possible issues will be discussed more in
depth in Section 5. Once all Ci in M have been updated, the buffers
s(t+∆t) are copied to the signals s(t) and the integration of a new
time-step can proceed.

It is possible for Ci to hold a list of references to a set of sub-
circuits C sub. In this case the circuit becomes a container, and its fi
loops over all C sub

j , calling their respective update functions. This
kind of circuit allows the end-user to design complex composite
circuits and employ them in multiple virtual machines, with little
to no changes in the input scripts. Containers have I/O meta-
channels, allowing connections to be made to and from internal
sub-circuits, as well external circuits and containers. The sub-
circuits and their channels cannot be directly accessed from
outside the container, which effectively acts as a black-box to other
circuits. The virtual machine itself is the main container, and all
other circuits are, directly or indirectly, contained.

2.3. Python interface and workflow

To the user, all the abstraction and complexity of the C library is
hidden behind a Python interface, which is used to configure and
run the virtual machine.

Fig. 3 illustrates the basic structure of an input file. First, the
PyVAFM core is initialised, creating the main circuit container to
be used as virtual machine. The user then proceeds to add basic

http://singroup.github.io/PyVAFM/
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Fig. 4. Screenshot of the graphical user interface.
Fig. 5. Cantilever modes: (a) single flexural vertical oscillation mode, (b) single
flexural lateral oscillation mode, (c) Multi-frequency oscillation mode.

circuits to the setup and connect their channels; composite circuits
can also be imported from other python source files, or designed
on-the-fly.With the output circuits, channel values are periodically
printed to external files for data analysis. To further ease input file
preparation, PyVAFM ships with a GUI capable of creating input
scripts. The goal of the GUI (Graphical User Interface) is to allow
userswith little to no programming experience to use the PyVAFM.
In the GUI it is possible to create input scripts by adding boxes
(circuits) and connecting them by drawing lines between them. An
example of this can be found in Fig. 4.

Once configured, the simulation can proceed by integrating
the machine for a desired time. The scanner circuit offers further
automation, advancing the simulation until an instruction, such as
displacing the cantilever or 3D imaging, is completed. In addition
tomasking complexity, the Python interface shadows the structure
of M, its subcircuits and their channels, using classes, i.e. each Ci
and xi,j has more complex object representation in the interface,
referencing the memory allocation of the library. Python is used
to check for inconsistencies in the user input, e.g. verifying that
source or destination names of circuits and channels are valid and
can be connected as instructed. Such string and hierarchy based
operations are much easier to implement in Python. The interface
also allows interactive execution of the virtual machine, similar to
real experiments.

The PyVAFM circuit library includes all the basic compo-
nents found in NC-AFM instruments. Nevertheless our modular
implementation allows it to be expanded in twoways: by fully im-
plementing new circuits, using both C and Python, or with PyCir-
cuits. The latter only requires implementation of a Python class,
following a few easy steps, but the performance is not as good in
comparison to a full C implementation.

3. SPMmodels

3.1. Cantilever

In the simplest case the cantilever contains one flexural
oscillation mode and is modelled as a damped harmonic oscillator
that is subject to an external driving signal and FTS (Fig. 5). The
equation of motion for this system is the same as in Eq. (1). This
model is implemented into the cantilever circuit and is solved
using a modified version of the Velocity Verlet algorithm [26].
Velocity Verlet requires that the force input channel must be
updatedmid-time step. This poses an issue for the PyVAFM since it
is only possible to update input and output channels at the end of
a time step. This problem can be solved by reordering the Velocity
Verlet algorithm so the forces are updated first, the amended
algorithm is shown below:

1. Calculate the acceleration determined by the forces from the
input channels (Driving Force+ Tip-Sample Force+ Cantilever
Spring).

2. Calculate the half step velocity v1/2, at (t + 1
2∆t).

3. Calculate position at (t+∆t) z ← z+v1/2∆t(1−γ∆t)+ 1
2a∆t2.

4. Calculate the velocity for the final half step using v1/2 at (t+∆t),

whereγ is the dampening coefficient. By applying this algorithm to
the discretised version of Eq. (1), it is possible to calculate the can-
tilevers position at every time step. This algorithm is well suited
not only for simulating silicon cantilevers but also tuning fork can-
tilevers, due to the basic similarity of the dynamics. Due to the
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Fig. 6. Numerical and Analytical frequency shift comparison.
Fig. 7. Numerical and Analytical resonance response comparison.
modular nature of the PyVAFM it is possible to add further can-
tilever models to account for new and unique set-ups. For multi-
frequency set-ups (Fig. 5(c)), Eq. (1) is extended as shown below:

z̈m +
ωm

Q
żm + ω2

m(zm − z0) = R(t) cos(ω(t)t)+ FTS(x, y, ztip) (5)

where the notation remains the same except the subscript of m
designates the individual eigenfrequency.

ztip =

m

zm. (6)

The resulting tip position is found by summing the solutions to Eq.
(5) as can been seen in Eq. (6). Additionally it can be possible to
simulate torsional modes by operating the cantilever in using the
lateral oscillation modes as shown in Fig. 5(b).

In order to understand the influence of electronics in a simple
measurement, the dynamics of the cantilever was compared to
a well established analytical solution [27]. Fig. 6 shows the df
curve for a single scan line above a NaCl surface. In both the
analytical and numerical cases the AFM is operated in constant
height mode at 4 Å above the surface, with a cantilever oscillating
at an amplitude of 1 Å. The cantilevers Q factor is 10,000, spring
constant is 2675.63 N/m and the resonance frequency is 150 kHz.
The cantilever is then scanned over the surface at 1 Å/s with
no background van der Waals interactions included. As one can
see the maximum deviation from the analytical formulation is
13.50 Hz, equating to an accuracy of 97.75%. This difference is
small compared to the range of ∆f throughout the simulation.
Regardless, this difference can be explained by the fact the
electronics of the instrument are being taken into account in the
numerical simulation. Fig. 7 demonstrates the resonance response
of the cantilever. In this test, the amplitude of the driven cantilever
at various driving frequencies was compared to the resonance
response of an analytical harmonic oscillator. The numerical
simulation agrees very well with the analytical solution resulting
in 99.9834% accuracy. As an example to show the capabilities of
the PyVAFM we have simulated constant height FM-AFM images
for two distinct systems: NaCl in vacuum and calcite in water.
In Fig. 8(a) we show the simulated image for NaCl which was
constructed from a force field previously created by us [28] (for
simulation parameters see the figure caption). When comparing
this image with an experimental obtained image (Fig. 1d of [29])
good agreement in the contrast can be seen, with similar size and
location of bright and dark spots. For calcite in water we used the
same force field as before [30] and the simulated image, see Fig. 8b,
has good resemblance to experimental images (Fig. 3a of [31]),
including the observation of the protruding oxygen zig-zag pattern
so common for calcite (indicated in Fig. 8(b)).
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Fig. 8. Constant height simulated FM-AFM images for NaCl in vacuum (a) and calcite in water (b). In (b) the signature zig-zag pattern of the protruding calcite oxygen is
indicated. For (a) the simulation parameters are f 0 = 150 kHz, amplitude = 0.1 nm, Q = 10,000, height = 0.4 nm, and k = 2675.63 N/m; and for (b) f 0 = 350 kHz,
amplitude = 0.12 nm, Q = 5.9, height = 0.48 nm, and k = 50.7 N/m.
Fig. 9. van der Waals tip approximation, where γ is the angle of the cone, R is the
tip radius, z is the tip–sample distance and A, B, C describe the spherical cap section
of the cone.

3.2. Tip–sample interaction models

Tip–sample interactions, required in every NC-AFM simulation,
are often divided into different contributions. The long-range van
der Waals (vdW) interaction is not site-dependent and can be
accurately approximated with classical models. PyVAFM includes
a circuit modelling vdW as in Ref. [32]:

Fz(z) =
AR2(1− sin γ )(R sin γ − z sin γ − R− z)

6z2(R+ z − R sin γ )2

+
−A tan γ [z sin γ + R sin γ + R cos(2γ )]

6 cos γ (z + R− R sin γ )2
. (7)
A schematic of these parameters can be found in Fig. 9. This
force (and any analytical background interactions [10]) can be eas-
ily added directly within PyVAFM. For short-range, site-dependent
forces, these are usually calculated with atomistic simulations (at
the classical or quantum level) and tabulated for several positions
of the tip above the surface, in a volumetric force field. Complex in-
teractions such as absorbents on the surface or tip alteration by the
mediumcan be included directlywithin this force field [30]. Hence,
a further advantage of preparing the force field prior is the added
flexibility in choosing operational mode and experimental param-
eters within the AFM simulation. A tri-linear interpolation circuit
is used to obtain data in between these tabulations to allow the tip
to feel a force at any point in the field. For a userwith no experience
or interest in MD/DFT simulations, they can use the simpler mod-
els below or take advantage of the many already simulated force
fields, many of which are freely available from us. Several other in-
teraction implementations are already present in PyAFM, provid-
ing models specific to certain operating modes or interactions:

• Images can be generated assuming a dipole tipmodel [33] using
local electrostatic potential files as input.
• A simple mechanical model for imaging with a functionalised

CO-tip can be used along with a simple classical model for
tip–surface interactions [34,35].
• For simulations of Kelvin Probe Force Microscopy (KPFM)

[11,36–38], bias dependent force fields are necessary and a four
dimensional linear interpolation circuit is available.
• The PyVAFM is capable of simulating scanning tunnelling mi-

croscopy (STM) at constant height or current at the basic Ter-
soff–Hamann [39] level using partial electron density data as
input.

Newmodels developed in the future can be easily implemented
as new circuits.

3.3. Filter theory

Electronic filters are one of the essential components inNC-AFM
as well as generally in other instruments, yet only simple models
have been used in previous virtual machines. Although PyVAFM
includes a wide variety of ideal model filters, as an example, we
will present here the implementation method of a second order
low-pass filter.
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Fig. 10. Frequency shift over a step edge.
Fig. 11. Topography measurement over a step edge.
We start from the transfer function of the filter, which is often
expressed in the frequency-domain:

y(s) =
x(s)

s2 + ωc
Q s+ ω2

c
(8)

where x(s) and y(s) are the input and output signals of the filter
at a given frequency s. The filter has a cutoff frequency ωc , and a
Q-factor Q . The frequency-domain representation, despite being
easily found in electronics textbooks, is not particularly useful
to our time-discretised virtual machine. Therefore, the transfer
function is converted to time-domain using Laplace transform,
replacing swith the operator d/dt:

d2

dt2
+

ωc

Q
d
dt
+ ω2

c


y(t) = x(t). (9)

By replacing derivatives with finite differences the following
expression can be found:

x(dt) =
y(dt)− y(t−2dt)−2y(t−dt)

dt2
+

ωc
2Qdt y(t − 2dt)

1
dt2
+

ωc
2Qdt + ω2

c

, (10)

where dt is the length of a time step. All filters in PyVAFM have
been implemented following this procedure.
4. Results

As mentioned before, the electronics of an AFM experiment
have an impact on the resulting image. In this section these arte-
facts are demonstrated using three example cases. A force fieldwas
created that resembles a step edge with an abrupt change in force
(and force gradient) and used in each example. The experimen-
tal parameters and analytical model chosen are identical to those
found in Section 3.1.

4.1. Constant height

In this example, the step edge force field is investigated using
the analytical model and numerical VAFMmodel. In both cases the
cantilever is operated in constant heightmode andmoved over the
step edge and the resulting ∆f is compared.

As one can see from Fig. 10 in both analytical and numerical
cases a new frequency shift value is obtained after the step edge
is encountered at 1.5 Å. The resulting delays from the PLL (Phase
Locked loop), AGC (Automatic Gain Control), etc., have caused the
frequency shift of the numerical signal to require additional time
before locking onto the new frequency, which is absent in the
analytical model. This delay can result in signal artefacts that can
be reproduced by the PyVAFM.
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Fig. 12. Various scan speeds over a step edge.
Fig. 13. Time required to execute one scan line at various time steps.
4.2. Topography

Constant frequency measurements (topography) are common
place in experimental setups and the PyVAFM is capable of
reproducing these experiments. A slightly different approach was
taken when calculating the analytical result. For a given point the
frequency is checked at various different heights and compared to
our setpoint in order to simulate a constant frequency experiment.

As with the previous test, the step edge is again found at 1.5 Å.
As seen in Fig. 11, the constant height measurement using the
analytical model yields an instantaneous response. Although the
PyVAFMmodel produces a very finite response that is exaggerated
over the constant height case due to the use of the proportional
integral circuit. This particular circuit is responsible for producing
the signal that moves the tip up or down in order to maintain
constant frequency. As with its real life counterpart this has some
finite response time which causes a non-instantaneous response
as demonstrated in Fig. 11.

4.3. Scan speed

In this section the effect of varying scan speeds (1 Å/s, 5 Å/s,
10 Å/s and 15 Å/s) is demonstrated. This test was performed using
constant height mode over the same step edge force field.

It is clear that as the scan speed increases, the inaccuracy, with
respect to the true shape of the step-edge, of the experiment also
increases as shown in Fig. 12. This is due to the finite lockon time of
the PLL, which, as the scan speed increases over the step edge, will
yield an ever increasing delay. Since the analytical model does not
take into account scan speed or the electronics of the system these
delays would not be reproduced without the use of the PyVAFM.

5. Known issues

5.1. Energy dissipation

The PyVAFM does not contain any energy dissipationmodels as
standard [21,40], so it is not possible to separate energy dissipation
and normal surface interaction in a typical experiment. However
it is entirely possible to add custom circuits that contain surface
dissipation models in order to simulate this.

5.2. Circuit performance

In order to analyse the performance of the PyVAFM, the total
run time for a scan line in a typical AFM setup was measured. The
setup is identical to the one used in Section 3.1. The expected result
can be seen in Fig. 13, where the time per scan line increases as
the time step is decreased. In order to obtain a Verlet solution to
an appropriate accuracy the time step must be altered depending
on the frequency of the cantilever. For most frequencies within
the range of AFM experiments the time step of 0.05 to 0.01 µs
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Fig. 14. Processing time for Python and C circuits.
Fig. 15. Performance analysis of python and C circuit mixtures.
is appropriate. This yields a processing time of between 8.53 and
39.95min respectably per scan line. The trendmay seem surprising
at first, but this behaviour is expected.

T = cN = c
Ts
∆T

. (11)

By referring to Eq. (11) where T is total processing time, c is
a constant, N is the number of time steps, Ts is the simulation
time and ∆T is the time step, this behaviour can be explained. The
processing time is proportional to N and N is equal to Ts/∆T . It
can be seen that when Ts is held constant the processing time is
proportional to 1/∆T , as shown in Fig. 13.

As mentioned in Section 2.1, it is possible to implement new
circuits in Python. A comparison of the performance of Python
and C circuits can be found in Fig. 14. During this test, increasing
numbers of addition circuits are added to the simulation. Addition
circuits are designed in both Python and C. The processing time
of the Python and C circuits is then compared by analysing the
time required to process 5000 s of simulation time. As can be
seen Python is clearly slower than C. It is also worth noting that
the relative reduction in speed is far more notable in the Python
circuits as more circuits are added, which ranges from 2.87 ms to
21 min compared to the C version that ranges from 3.986 ms to
3.47 s. In Fig. 15 an analysis regarding the performance change
when inducing a mixture of Python and C circuits is performed.
This analysis is performed over various percentages of C circuits
and compared. As expected the speed increases as more C circuits
are added. One interesting property is the fact that the speed
increases linearly with the percentage of C circuits.

NpTp + NcTc = T . (12)

Eq. (12) demonstrates this linearity where T is total processing
time, Np is the number of Python circuits, Nc is the number of
C circuits, Tp and Tc is the time to process a single Python or C
circuit respectably. Tp and Tc are essentially constant within our
simulation so by taking this into consideration with the fact that
we are increasing Nc and decreasing Np in equal amounts a linear
result would be expected.

6. Conclusion

In this work we have developed a fully modular atomic force
microscope simulator, providing a flexible platform for simulat-
ing any existing or future SPM modes. At its most basic level, Py-
VAFM allows theoretical researchers to directly compare results
produced from simulations to experimental measurements and
immediately get feedback on the quality of the comparison and
the accuracy of the simulated setup. Beyond this is an important
training aspect, accessed by the efforts made to make PyVAFM
both modification- and user-friendly, with detailed documenta-
tion. Specifically, experimental researchers can use PyVAFM them-
selves as a testing tool for high resolution imaging by preparing an
appropriate force field, PyVAFM can re-create many of the condi-
tions of a real experiment (including experimental artefacts) with-
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out the consequences of experimental failure. This can be used
for training in conventional operation and calibration, and also for
testing more exotic setups as a pre-requisite to real operation.

Future development of PyVAFM will be continuous in parallel
with the updates in SPM experimental techniques and according
to the demands of research problems faced. The open source
nature of the code means that it will be community driven, and
several upgrades have been catalysed (and even implemented)
from beyond the original code authors. We hope this will continue
and PyVAFM will be prove to be a useful tool for the wide SPM
community. In this regard, we soon hope to interface PyVAFM
with the common experimental image analysis tool Gwyddion,
so experimental and simulated images can be compared with the
same tools.2
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