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In telecommunication, a network operator may loose several percent of its
revenue due to fraud. Fraud may be defined as dishonest or illegal use of
services, with the intention to avoid or to reduce service charges. Fraud
detection attempts to discover fraudulent activity in a telecommunication
network.

In this thesis, the problem of fraud detection is treated as a pattern recognition
problem. Detection is based on the call data of mobile phone subscribers,
which are used for describing calling behavior. The goal is to develop learning
methods that detect fraud accurately based on call data.

Fraud detection can be based on two hypotheses. On the one hand, models
of both fraudulent behavior and normal behavior may be formulated, on the
other hand, usage profiles may be used to detect abrupt changes in calling
behavior. Both of these approaches are used in this thesis. Models are realized
using probabilistic models and neural networks.

This thesis consists of an introduction and three publications.
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Telekommunikaation alalla, verkko-operaattori voi menettää useita pro-
sentteja tulostaan väärinkäytön vuoksi. Väärinkäyttö (engl. fraud) voidaan
määritellä epärehelliseksi tai laittomaksi palveluiden käytöksi tarkoituksena
välttää tai pienentää palvelumaksuja. Väärinkäytön detektoinnilla yritetään
paljastaa epärehellistä toimintaa telekommunikaatioverkossa.

Tässä tutkimuksessa käsitellään väärinkäytön detektointia hahmontunnistus-
ongelmana. Detektointi perustuu matkapuhelimien tilaajien yhteystietoihin,
joita käytetään puhelukäyttäytymisen kuvaukseen. Tavoitteena on kehittää
oppivia menetelmiä, jotka detektoivat väärinkäytön tarkasti yhteystietoihin
perustuen.

Väärinkäytön detektointi voi perustua kahteen hypoteesiin. Toisaalta, sekä
epärehellistä että normaalia käytöstä voidaan mallittaa ja toisaalta, käyt-
töprofiileja voidaan käyttää puhelukäyttäytymisessä tapahtuvaan, äkillisen
muutoksen detektointiin. Tässä työssä käytetään molempia lähestymistapoja.
Malleina käytetään probabilistisia malleja sekä hermoverkkoja.

Tämä tutkimus koostuu johdannosta sekä kolmesta julkaisusta.

Avainsanat: väärinkäytön detektointi, mobiiliverkot, probabilistinen malli,
hermoverkko, itseorganisoiva kartta, ROC-analyysi.
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Chapter 1

Fraud Detection

1.1 Introduction

Telecommunication industry suffers losses in the order of billions of US
dollars annually due to fraud in its networks (Davis and Goyal 1993; John-
son 1996; Parker 1996; O’Shea 1997; Pequeno 1997; Hoath 1998). In addi-
tion to financial losses, fraud may cause distress, loss of service, and loss of
customer confidence (Hoath 1998). The financial losses account for about
2 percent to 6 percent of the total revenue of network operators, thus play-
ing a significant role in total earnings. Keeping in mind that operators are
facing increasing competition and that losses have been on the rise (Parker
1996), fraud has gone from being a problem carriers were willing to toler-
ate to being one that dominates the front pages of both trade and general
press (O’Shea 1997). Johnson (1996) also affirms that network operators
see call selling as a growing concern.

Johnson (1996) defines fraud as any transmission of voice or data across
a telecommunication network where the intent of the sender is to avoid or
reduce legitimate call charges. In similar vein, Davis and Goyal (1993)
define fraud as obtaining unbillable services and undeserved fees. Ac-
cording to Johnson (1996), the serious fraudster sees himself as an en-
trepreneur, admittedly utilizing illegal methods, but motivated and di-
rected by essentially the same issues of cost, marketing, pricing, network
design and operations as any legitimate network operator. Hoath (1998)
considers fraud as attractive from the fraudsters’ point of view, since de-
tection risk is low, no special equipment is needed, and the product in
question is easily converted to cash. In all, fraud detection should be seen
as an important countermeasure in a combat against fraud.

1



CHAPTER 1. FRAUD DETECTION 2

Historically, earlier types of fraud used technological means to acquire
free access. Cloning of mobile phones by creating copies of mobile termi-
nals with identification numbers from legitimate subscribers was used as
a means of gaining free access (Davis and Goyal 1993). In the era of ana-
log mobile terminals, identification numbers could be easily captured by
eavesdropping with suitable receiver equipment in public places, where
mobile phones were evidently used. One specific type of fraud, tumbling
was quite prevalent in the United States. It exploited deficiencies in the
validation of subscriber identity, when a mobile phone subscription was
used outside of the subscriber’s home area. The fraudster kept tumbling
(switching between) captured identification numbers to gain access. Davis
and Goyal (1993) state that the tumbling and cloning fraud have been
serious threats to operators’ revenues. As a countermeasure, first fraud
detection systems examined whether two instances of one subscription
were used at the same time (overlapping calls detection mechanism) or
at locations far apart in temporal proximity (velocity trap). Both of these
fraud types were later invalidated by technological improvements. How-
ever, new forms of fraud came to existence. A few years later, O’Shea
(1997) reports the so-called subscription fraud to be the trendiest and the
fastest-growing type of fraud. In similar spirit, Hoath (1998) character-
izes subscription fraud as being probably the most significant and preva-
lent worldwide telecommunication fraud type. In subscription fraud, a
fraudster gets a subscription (possibly with false identification) and starts
a fraudulent activity with no intention to pay the bill. It is indeed non-
technical in nature and by call selling, the entrepreneur-minded fraudster
can generate significant revenues for a minimal investment in a very short
period of time (Johnson 1996). From the above explanation it is evident
that the detection mechanisms of the first generation soon became obso-
lete. Fawcett and Provost (1997) also report poor performance with these
methods. The more advanced detection mechanisms must be based on
the calling activity itself, which is also the subject of this thesis. Basing
detection on the calling activity, there are two problems to be solved: the
representation problem and the modeling problem. The representation
problem involves describing domain-specific behavior with a representa-
tion that is suitable for the modeling approach used. For the methods used
in this thesis, call data are mapped to numeric feature variables, which
summarize the relevant about the domain. Naturally, the choice of repre-
sentation is tightly coupled with the choice of models. The subject of this
thesis is to model the quantified behavior with probabilistic models and
neural networks. These types of models need numeric random variables
as the input data.
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The goal in developing a fraud detection system in the context of this
thesis is to devise a machinery to automatically detect fraudulent activity
accurately, based on the call data. Using the absolute analysis approach,
this requires modeling fraudulent activity and normal activity, whereas in
the differential approach, it is sufficient to formulate usage profiles and
to detect abrupt changes. Both of the approaches are used in this thesis.
Models are realized using neural networks and probabilistic models. Call
data are from mobile communications networks and exhibit both normal
and fraudulent calling behavior.

Although the ability to distinguish between fraud and normal behav-
ior is the basic building block for any operational fraud detection sys-
tem, there are further requirements in building a functional system. More
specifically, the actions on the alarms given by the detection system must
be specified and the consequences of these actions carefully weighted.
When opted with different actions, a cost model may help in choosing
the most suitable action in the light of possible mistakes made. Although
these are important issues, they are clearly outside of the scope of this the-
sis. This thesis concentrates on the mere classification of calling behavior
and the proper assessment of the detection accuracy. In further work, we
may pursue these issues more closely.

The Chapter 1 is introductory in nature and presents a review of the
published works in fraud detection in telecommunication. Also, related
fields such as credit card fraud detection and intrusion detection in com-
puter systems are reviewed. In Chapter 2, we describe the call data used
in this thesis. Then we proceed to Chapter 3, where methods, in partic-
ular probabilistic networks and Self-Organizing Maps are reviewed. In
Chapter 4, we discuss the assessment issues. Chapter 5 lists the contents
of the publications and contributions of the author. In the end, the work is
summarized and the broader applicability of the methods is discussed.

1.2 Previous Work

In this section, we attempt to summarize published works with relevance
to fraud detection in telecommunication networks. Section 1.3 presents
fraud detection methods in related fields, such as credit card fraud de-
tection, intrusion detection in computer systems and other fields, such
as health care fraud detection. Although the term fraud has a particular
meaning in legislation, we use this established term broadly to mean mis-
use, dishonest intention or improper conduct without implying any legal
consequences.
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Fraud in telecommunication networks can be characterized by fraud
scenarios, which essentially describe how the fraudster gained the illegit-
imate access to the network. Detection methodologies designed for one
specific scenario are likely to miss plenty of the others. For example, ve-
locity trap and overlapping calls detection methodologies are solely aimed
at detecting cloned instances of mobile phones and do not catch any of the
subscription fraud cases. As stated in the Introduction, the nature of fraud
has changed from cloning fraud to subscription fraud, which makes spe-
cialized detection methodologies obsolete. Instead, we focus on the detec-
tion methodologies based on the calling activity (a stream of transactions),
which in turn can be roughly divided into two categories. In absolute analy-
sis, detection is based on the calling activity models of fraudulent behavior
and normal behavior. In differential analysis, on the contrary, the hypoth-
esis is that fraud is characterized by a sudden change in behavior. Using
differential analysis, methods typically model behavior in a longer time
period and a shorter one and compare these models with each other with
a proper distance measure. When current behavior differs from longer-
term behavior, alarm is raised. In both cases, the analysis methods are
usually realized by using probabilistic models, neural networks or rule-
based systems.

Davis and Goyal (1993) report on the use of a knowledge-based ap-
proach to analyze call records delivered from cellular switches in real time.
In addition to knowledge about the general fraudulent behavior, user pro-
files are used to distinguish likely fraudulent activity in users’ accounts on
an individual basis.

In (Barson et al. 1995; Barson et al. 1996), the authors report their first
experiments of detecting fraud in a simulated database of calls. They use
a supervised feed-forward neural network to detect anomalous use. Six
different user types are simulated stochastically according to their calling
patterns. Two types of features are derived from this data, one set describ-
ing the recent use and the other set describing the longer-term behavior.
They report the total error, but give no estimates of false-alarm probabili-
ties or detection probabilities.

Burge and Shawe-Taylor (1996, 1997) focus on unsupervised learning
techniques in computing user profiles over sequences of call records. They
apply their adaptive prototyping methods in creating models of recent
and long-term behavior and calculate a distance measure between the two
profiles. A large change in behavior is reported as an alarm. Moreau,
Verrelst, and Vandewalle (1997) report work on fraud detection based on
supervised feed-forward neural network techniques. They train their neu-
ral network on features on fraudulent and normal user data and use the
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neural network as classifier. The joint research effort of two groups is re-
ported in (Moreau et al. 1996) and is culminated in a hybrid detection sys-
tem (Burge, Shawe-Taylor, Moreau, Verrelst, Störmann, and Gosset 1997),
which combines adaptive prototyping, neural networks and rule-based
systems. They report the performance of each component in the system,
but not the overall performance of the hybrid system.

A geographical point of view on fraud is promoted by some authors
(Yuhas 1993; Shortland and Scarfe 1994; Connor et al. 1995; Cox et al.
1997; Field and Hobson 1997; Samfat and Molva 1997). Indeed, the fraud-
sters tend to make calls to various destinations, especially to distant coun-
tries. Yuhas (1993) clusters geography-based feature data with hierarchi-
cal clustering in order to model fraud with feature prototypes. Connor
et al. (1995) apply neural networks to detect calling card fraud by cor-
relating fraud with geographic quantities such as distances and entropy
measures of calling card patterns. A neural network is used to priori-
tize a list of suspicious users. In similar fashion, Field and Hobson (1997)
present a neural network based fraud management technique based on
profiling techniques. Another geography-based method is presented in
Cox et al. (1997), who discuss human pattern recognition capabilities in
fraud detection by visualizing domain-specific information for interpre-
tation by a domain expert. The calling activity of a user may be browsed
and is represented as circles whose size is proportional to the call volumes.
The operator is able to look for unusual calling activity by examining the
subscribed-specific behavior. Shortland and Scarfe (1994) also present a
method to visualize the telephone connections for human interpretation.
Samfat and Molva (1997) present an intrusion detection architecture for
mobile networks. Their approach is based on combining models of calling
behavior and migration patterns.

Fawcett and Provost (1996, 1997) present rule-based methods for fraud
detection. The authors use adaptive rule sets to uncover indicators of
fraudulent behavior from a database of cellular calls. These indicators are
used to create profiles, which then serve as features to a system that com-
bines evidence from multiple profilers to generate alarms. They use rule
selection to select a set of rules that span larger sets of fraudulent cases.
Furthermore, these rules are used to formulate monitors, which are in
turn pruned by feature selection methodology. The output of these mon-
itors is weighted together by a learning unit, which is a linear threshold
unit (Fawcett and Provost 1996) and in later their work a neural network
(Fawcett and Provost 1997). They assess the results with a cost model
in which misclassification cost is proportional to time. In (Provost and
Fawcett 1997), the authors present a ROC analysis in the case of non-
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uniform class and cost distributions. In (Fawcett and Provost 1997), the
authors hint at the use of Hidden Markov Models in fraud detection, but
doubt its usefulness in fraud domain.

Fraud and uncollectible debt detection with Bayesian networks has
been presented in (Ezawa 1995; Ezawa, Singh, and Norton 1996; Ezawa
and Norton 1996). The authors use a Bayesian network as a normative
expert system. They focus on the unbalanced ratio of fraudsters to non-
fraudsters and the unequal misclassification costs. They present a goal-
directed algorithm for constructing Bayesian networks for predicting un-
collectible debt in telecommunication risk-management datasets.

Our recent research on fraud detection in mobile communications net-
works is reported in (Taniguchi, Haft, Hollmén, and Tresp 1998; Hollmén
and Tresp 1999; Hollmén, Tresp, and Simula 1999). In (Taniguchi, Haft,
Hollmén, and Tresp 1998), supervised feed-forward neural networks, un-
supervised density estimation, and Bayesian networks are used. Feed-
forward neural networks are used to classify the users based on sum-
mary statistics over an observation period. The density estimation is used
in the novelty detection fashion, in which a Gaussian mixture density is
used to model the recent behavior of subscribers and is adapted to track
slowly changing behavior (Hollmén 1997). Deviations from the model
are alarmed as fraud. In the Bayesian network approach, two Bayesian
networks are built by the expert, one describing the subscriber behavior
and one describing the fraudulent behavior. These are combined with a
Bayes’s rule to give a probability of fraud given calling data. Hollmén
and Tresp (1999) present a hierarchical regime-switching model for fraud
detection. Dynamic modeling of calling behavior is achieved through hi-
erarchical layers of variables, which obey Markov transitions in time. In
(Hollmén, Tresp, and Simula 1999), clustering with the Self-Organizing
Map is presented, where the cluster models are formulated as probabilis-
tic models.

Comparisons between the approaches are difficult to make, since there
are no common basis for evaluation. The work of Fawcett and Provost
(1997) is certainly most sophisticated, as far as the cost issues are con-
cerned, but the cost issues still remain an open research issue. Meaningful
evaluation must be based on ROC curves or cost considerations. Further
divisions of work may be done according to the type of models used. Rule-
based approach to fraud detection allows a domain expert to formulate the
knowledge using expertise. The model is fully understandable, and any
alarm provided by such a system may be understood by a set of rules that
triggered the alarm. However, as noted by Sternberg and Reynolds (1997),
management of a complex ruled base becomes a difficult task. They at-
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tempt to solve the maintainability problem of the rule-based system by
introducing a cultural algorithm, which modifies the rule base as needed.
They also present a case study around a fraud detection system. In chang-
ing environments, such as in fraud detection, this may become an impor-
tant issue. Learning systems, in turn, once devised for the task, may adapt
to new environments. This is our motivation of using learning systems in
development of a fraud detection system.

1.3 Related Areas

1.3.1 Credit Card Fraud Detection

There are two problems of credit card fraud detection, namely credit scor-
ing and the real-time credit card fraud detection problem. In credit scor-
ing, the credit worthiness of a customer is evaluated once, whereas the
real-time credit card fraud detection is closely related to the problem of
fraud detection in communications networks, since the data is a series of
transactions in time and problem is to detect any fraudulent use of a credit
card as soon as it occurs. Rosenberg and Gleit (1994) present a survey of
quantitative methods in a broader context of credit management.

Kauderer and Nakhaeizadeh (1997) consider different input variable
transformations for supervised learning and present a survey in credit
scoring. Haimowitz and Schwarz (1997) present a framework for credit
customer optimization based on clustering and prediction. Customers are
first clustered using past credit performance data and thereafter, census
data are used to predict credit performance for each cluster.

Hanagandi et al. (1996) use radial basis function networks to create
credit card scores from historical credit card transactions. Aleskerov et al.
(1997) present a neural network based database mining system for credit
card detection and test it on synthetically generated data. Ghosh and
Reilly (1994) present a case study in credit card fraud detection with neu-
ral networks. Dorronsoro et al. (1997) present an operational system for
fraud detection of credit card operations based on a neural classifier.

Stolfo et al. (1997) present a meta-learning approach in credit card
fraud detection to combine results from multiple classifiers. Chan and
Stolfo (1998) present a meta-learning approach to scalable learning with
non-uniform class and cost distribution in credit card fraud detection. Bax
(1998) presents validation of voting committees, with application to credit
scoring.
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1.3.2 Intrusion Detection on Computer Systems

Intrusion detection methods attempt to find unauthorized use of com-
puter systems. Dixon (1991) outlines the history of computer related fraud,
describes the automated auditing methods in use and reports on a survey
on perceptions on the risks of fraud. He concludes that computer fraud
is a serious problem, but is not taken seriously enough. Surveys of intru-
sion detection methodologies can be found in (Lunt 1988; Lunt 1993; Frank
1994; Mukherjee, Heberlein, and Levitt 1994; Kumar 1995).

In (Lee, Stolfo, and Chan 1997; Lee, Stolfo, and Mok 1998), two ap-
proaches to intrusion detection are presented. Firstly, they detect against
known scenarios of intrusion and secondly, they detect anomalous devia-
tions from normal behavior. This division is similar to absolute and differ-
ential analysis discussed earlier. The audit trails of computer systems are
used to characterize normal behavior patterns and to distinguish it from
the intruders.

Neural networks have been widely used to learn patterns of usage for
intrusion detection (Fox, Henning, Reed, and Simonian 1990). Tan (1995)
presents an application of neural networks to computer security by learn-
ing behavioral patterns. Ryan et al. (1997) present intrusion detection with
neural networks by learning how frequently commands are used.

Denning (1987) presents a model of a real-time intrusion detection ex-
pert system capable of detecting break-ins, penetrations and other forms
of computer abuse. Garner and Chen (1994a, 1994b) present hypothesis
generation based anomaly detection.

Goldberg and Senator (1997) discuss break detection systems, breaks
being indication of instances where some violation of proper conduct has
occurred. Break detection systems attempt to detect violations in which
actors use their own resources to conduct fraudulent activity. They further
state that fraud detection differs from fault detection where the normal
operation is well defined and where the anomalies are readily apparent.

Lunt (1988, 1990, 1993) presents the IDES system for detecting intrud-
ers in computer systems. White, Fisch, and Pooch (1996) present intrusion
detection based on peer-based, co-operating security managers. Lane and
Brodley (1997) present matching functions to compare current behavioral
sequence to a historical profile to be used in intrusion detection. Crowder
(1997) discusses fraud detection techniques and computer assisted fraud
detection.
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1.3.3 Other Work on Fraud Detection

There are numerous fields where one is interested to find anomalous or
illegitimate behavior based on the transactions we can measure about the
process. Similar work may be found in diverse fields, such as in insurance
industry, health care, finance, and management.

Glasgow (1997) discusses the risk in the insurance industry and divides
it to two parts: risk as an essential element of the related underwriting
task and the fraud risk. In health care fraud detection, knowledge-based
systems are used in health care fraud detection (Sokol 1998) and in detec-
tion and preinvestigation of health care fraud (Major and Riedinger 1992).
He, Wang, Graco, and Hawkins (1997) present medical fraud detection
by grouping practice profiles of medical doctors to normal and abnormal
profiles with the aid of neural networks.

An assessment of AI technologies for detection of money laundering
can be found in (Jensen 1997). Schuerman (1997) discusses risk manage-
ment in the financial industry, and Barney (1995) about closely related
trading fraud. Allen et al. (1996) transform financial transaction data to
be visualized for further inspection by a domain expert.

Menkus (1998) defines management directed fraud as any fraud com-
mitted by senior executives or external auditors. Curet, Jackson, and Tarar
(1996) discuss detection of top management fraud and the development,
implementation and evaluation of a case-based learning and reasoning
tool. Fanning, Cogger, and Srivastava (1995) use neural networks in de-
tecting management fraud.

In addition to previously mentioned work, fraud detection methods
may be found in various application areas such as automatic toll collection
on motor ways (Zimmermann and Neumayer 1995) or detecting copied or
cloned parts of a software (Barson et al. 1995). Ramani et al. (1997) discuss
the application of several neuro-fuzzy paradigms in check authorization
from incomplete information.



Chapter 2

Materials

2.1 Call Data

In this thesis, fraud detection is based on calling activity of mobile phone
subscribers. This calling activity is recorded for the purpose of billing in
call records, which store attributes of calls, like the identity of the sub-
scriber (IMSI), time of the call, duration of the call to mention a few. In the
context of GSM networks, the standard about administration of subscriber
related event and call data in a digital cellular telecommunications system
can be found in (European Telecommunications Standards Institute 1998).
In order to develop learning systems to discriminate between fraud and
normal behavior, data representing both kinds of behavior is necessary.
However, a data collection procedure may be costly and subject to restric-
tions due to legislation on privacy of data. We now describe two ways of
collecting fraud data for development of a fraud detection system. The
first approach is based on a customer complaint or uncollected fees, the
second on a scan in the call database.

After each billing period, telephone bills are created as reports from
the subscriber specific call data using appropriate tariffs (pricing) for each
service. If a fraudster exploited an account during the billing period, it
will become evident to the victimized subscriber at the time of the billing,
or in the case of subscription fraud when the operator realizes the fraud-
ster has no intention to pay the bill. Fawcett and Provost (1997) describe
the process of block crediting, where a representative of the carrier and
the defrauded customer examine the telephone bill call by call and label
the data to fraud and non-fraud segments. Such labeling is naturally ex-
pensive, they also admit that such a process is likely to contain errors. As
an advantage, data is segmented to fraud and non-fraud segments more

10
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precisely, which enables using more efficient learning mechanisms.
It would be beneficial if fraud detection system could be designed us-

ing data from a fraudulent account without extensive labeling work and
human intervention. Fraud data used in this thesis were filtered from a
database of call data using a velocity trap detection mechanism. Veloc-
ity trap alarms if calls are made from locations geographically far apart in
temporal proximity. In essence, this sets a limit on the velocity a mobile
phone subscriber may travel, hence the name. No geographical informa-
tion about the calls were made available in the call data nor when the
velocity trap gave an alarm. An important consequence of this is to un-
derstand that the data does not contain information on which calls were
fraudulent or which periods contained fraudulent activity. Rather, fraudu-
lent behavior is superimposed on the normal calling activity. Data labeled
as fraudulent is a sample from a mixture of normal and fraudulent data,
the mixing coefficients being unknown and changing in time. The nature
of the data is evidently reflected by the developed methods for learning
to detect fraud. The database of fraudulent behavior contained call data
of 304 subscribers. Each call data spanned a period of 92 days. The data
describing normal behavior was extracted from a large database of calls
spanning 49 days and was assumed to contain no fraudulent activity. The
use of data may vary in the publications, consult individual publications
for details.

2.2 Representation of Call Data

As described earlier, the behavior of a mobile phone subscriber must be
represented in a way that fits the modeling paradigm used. Calls are trans-
actions in time and are not suitable as such for modeling approaches such
as neural networks or probabilistic models. Therefore, a more suitable
representation must be derived by appropriate pre-processing, feature ex-
traction and selection steps. In feature extraction, variables believed to
summarize the essential are calculated from raw data and in feature selec-
tion, a relevant subset of possible variables is chosen.

Two representations of data are used in this thesis. In the first repre-
sentation, the detection is based on feature variables derived from call data
during a given time period, typically one day (Taniguchi, Haft, Hollmén,
and Tresp 1998). Such a mapping transforms the transaction data ordered
in time to static variables residing in feature space. The features used typ-
ically reflect the usage of an account. We have used number of calls and
summed length of calls to describe the daily usage of a mobile phone. Na-
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tional and international calls were regarded as different categories, also
calls made during business hours, evening hours and night hours were
separated to sub categories. In the second approach, we describe the call-
ing data as a time-series of calling activity. In (Hollmén and Tresp 1999),
the calling data was represented as a time-series of zeros and ones indi-
cating whether a mobile phone was used during a particular minute. For
example, a call for three minutes would be represented as : : : 0011100 : : : .
This representation enables the dynamic modeling of the calling behavior
expressed with transitions from one time step to another. This representa-
tion was also the basis of modeling in (Hollmén, Tresp, and Simula 1999).



Chapter 3

Methods

3.1 Probabilistic Networks

Probabilistic networks allow an efficient description of multivariate proba-
bility densities and can also be used as probabilistic expert systems (Cow-
ell et al. 1999). Probabilistic formulations allow uncertainty both in the
formulation of the solution as well as in the statements made about the
problem. This makes the framework of probabilistic networks appeal-
ing for real-world problems. Of particular interest here are the Bayesian
networks (Pearl 1988; Jensen 1996), which can be represented as directed
acyclic graphs (DAG). A Bayesian network may be thought of as a graph
G = (V; E), where V is the set of vertices or nodes and E is the set of edges
or links, which is defined as an ordered set of vertices E � V � V. The
nodes of the graph correspond to the domain variables and an edge to the
qualitative dependency between two variables (See Figure 3.1).

x3 x4 x5

x1 x2

	 R R	

Figure 3.1: A simple Bayesian network is shown. Variables are
marked with graph nodes, the dependency relationships as edges.
The joint probability density can be factorized as P(x1; x2; x3; x4; x5) =

P(x1)P(x2)P(x3jx1)P(x4jx2; x1)P(x5jx2).

Graphical representation makes it easy to understand and manipulate
networks. The term graphical model refers to this dual representation of

13
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probabilistic models as graphs. In the next sections, we review the con-
cept of conditional independence, which is used in defining qualitative re-
lationships between the variables, and distributional assumptions, which
in turn define the quantitative aspect of the probabilistic networks. Learn-
ing from data is then briefly described within the framework of maximum
likelihood using the EM algorithm (Dempster, Laird, and Rubin 1977).

3.1.1 Conditional Independence

A problem domain consists of a set of random variables. Random variable
is an unknown quantity that can take on one of a set of mutually exclusive
and exhaustive outcomes (Cowell et al. 1999). The joint probability den-
sity P(x1; : : : ; xn) of the random variables x1; : : : ; xn can be decomposed
according to the chain rule of probability as

P(x1; : : : ; xn) =

n

∏
i=1

P(xijxi�1; : : : ; x1):

Each term in this factorization is a probability of a variable given all lower
numbered variables. In real life, however, not all factors influence the oth-
ers in a given domain, thus this kind of qualitative knowledge can be for-
mulated by assuming conditional independence of the form

P(x3jx2; x1) = P(x3jx1):

This is to say that for all values of x1 knowing about x2 does not bring any
additional information about x3. This leads to an alternative formulation
of the form

P(x3; x2jx1) = P(x3jx2; x1)P(x2jx1) = P(x3jx1)P(x2jx1):

In both examples, x3 and x2 are conditionally independent given x1. The
use of conditional independence assumptions allow us to construct global
joint distribution from a set of local conditional probability distributions.
Defining πi � fx1; : : : ; xi�1g as the parent set of xi or the set of vari-
ables that renders xi and fx1; : : : ; xi�1g conditionally independent, we can
rewrite the joint probability density as

P(x1; : : : ; xn) =

n

∏
i=1

P(xijπi)

A Bayesian network defines this joint probability density as the product of
local, conditional densities. The main contribution of the conditional in-
dependence assumptions is that the expression is far simpler as the trivial
decomposition achieved by the application of chain rule of probability.
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According to the conditional independence assumptions, we can iden-
tify some interesting model classes. In finite mixture models (Everitt and
Hand 1981; Redner and Walker 1984; Titterington et al. 1985), we assume
an observed variable Y that is conditioned on a discrete hidden variable
S. The observed variable may be either discrete or continuous. The joint
probability density is then

P(S; Y) = P(S)P(YjS):

Integration (summation) over the hidden variable S gives us an equation
for calculating the likelihood of observed data. In this model, there are no
assumptions of conditional independence. This is shown in Figure 3.2.

si yi-

Figure 3.2: A mixture model is shown. The observed variable yi is condi-
tioned on a discrete hidden variable si. Observed samples are assumed to
be independent.

A more complicated model that takes time dependencies into account
is the Hidden Markov Model (HMM), which is widely used in sequence
processing and speech recognition (Baum 1972; Juang and Rabiner 1991;
Bengio 1999). Smyth et al. (1997) consider HMMs in a general framework
of probabilistic independence networks and show that algorithms for in-
ference and learning are special cases of more general class of algorithms.
For a review on HMM, see (Levinson et al. 1983; Poritz 1988). These mod-
els assume a discrete, hidden state st, observations yt that are conditioned
on the hidden state as P(ytjst) and the state transitions as P(stjst�1). The
joint probability density is then

P(Y; S) = P(y0; s0)

T

∏
t=1

P(stjst�1;θ1)

T

∏
t=1

P(ytjst;θ2)

in which the current state is conditionally independent of the whole his-
tory given the previous state P(stjst�1; st�2; : : : ; s1) = P(stjst�1). This is
called the Markov property, which is prevalent in many kinds of time-
series models. Moreover, the current observation is conditionally inde-
pendent of the whole history given the current hidden state. In essence,
the state information summarizes the whole history. The graphical presen-
tation of the HMM is shown in Figure 3.3. In (Hollmén and Tresp 1999),
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Figure 3.3: In a Hidden Markov model, we assume hidden variables st

that obey transitions in time defined by P(stjst�1), the observations are
conditioned on the hidden variable as P(ytjst).

a more complicated structure was used, which differs from HMM in two
aspects. First, the hidden variable that develops in time has a hierarchical
structure and second, the probability density for the observations is de-
pendent on past observations. The hierarchical organization involves two
layers of states, each of which develops in time according to a Markov
chain and the upper layer is conditioned of the layer below. In all, the
joint probability for observations and the hidden states (V in the upper
layer and S in the layer below, see Figure 3.4) is

P(Y; S; V) =

P(y0; s0; v0)

T

∏
t=1

P(vtjvt�1;θ1)

T

∏
t=1

P(stjvt; st�1;θ2)

T

∏
t=1

P(ytjst; yt�1;θ3)

The idea in regime-switching models is to model a problem domain with
multiple models allowing the generating mechanism to switch from one
mode of operation to another in an indeterministic fashion (Quandt 1958;
Quandt and Ramsey 1972; Shumway and Stoffer 1991; Hamilton 1990;
Hamilton 1994).

3.1.2 Distributional Assumptions

Conditional independence assertions provide qualitative assumptions be-
tween variables in the probabilistic network. To further quantify these
established relationships, we need to define for every variable in the net-
work the conditional probability distribution of the variable given its par-
ents. Variables may be discrete or continuous, but variables with children
may only be discrete.

If the observations in the finite mixture model are distributed accord-
ing to a Gaussian (normal) distribution, it is called the Gaussian Mixture
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Figure 3.4: Hierarchical regime-switching model is shown. Hidden vari-
ables v and s have a hierarchical structure and upper layer is conditioned
on the lower layer. Furthermore, observations yt are conditioned on a pre-
vious observation yt�1 and the current state st.

Model (Redner and Walker 1984; Bishop 1996). In our work, this kind of
model was used in (Taniguchi, Haft, Hollmén, and Tresp 1998) to model
the probability density of call data to be used in novelty detection to de-
tect changes in behavioral patterns. Discrete states in the models described
above are best modeled with the assumption of multinomial distributions,
in which the variable can be in one of many states of the variable.

3.1.3 Learning by EM Algorithm

Learning is the process of estimating the parameters of a model from avail-
able set of data. In the context of probabilistic models, it is natural to con-
sider the principle of maximum likelihood, according to which the maxi-
mum likelihood estimate for our parameter maximizes the probability of
our data. This is relatively straightforward if the variables in our model
are observed, but becomes somewhat complicated, since the models of in-
terest here have hidden variables. This problem may be overcome by the
application of the EM algorithm. The EM algorithm (Dempster, Laird, and
Rubin 1977; McLahlan 1996) is an iterative algorithm for estimating max-
imum likelihood parameters in incomplete-data problems. Incomplete
data means that there is a many-to-one mapping between the hidden state
space and the observed measurements. Since it is impossible to recover
the hidden variable, EM algorithm works with its expectation instead by
making use of the measurements and the implied form of the mapping
in the model. EM algorithm is guaranteed to increase to likelihood after
each iteration, the parameter value it converges to is indeed the maximum



CHAPTER 3. METHODS 18

likelihood estimate (Dempster, Laird, and Rubin 1977; Wu 1983; Xu and
Jordan 1996).

For the purpose of the EM algorithm, we introduce the expected log
likelihood of the complete data (Dempster, Laird, and Rubin 1977) as

Q(φjφ(old)
) = E(logP(Y; Sjφ)jY; φ(old)

)

=

Z

S
logP(Y; Sjφ)P(SjY; φ(old)

)ds

where the log-likelihood of the complete data is parameterized by the free
parameter value φ and the expectation is taken with respect to the sec-
ond distribution parameterized by the current parameters φ(old). In the
E-step, the Q function is computed. In Bayesian networks, this is achieved
through inserting observed evidence in the network and applying propa-
gation rules (Jensen 1996) to form the joint probability distribution of all
variables or any marginalization of it. The first account that used infer-
ence techniques in the E-step appeared in (Lauritzen 1995). In M-step, we
update the parameter values to be

φ(new)

= arg max
φ

Q(φjφ(old)
)

Solution to this maximization problem is usually found by setting the
derivatives of the maximized function to zero and solving for φ. The ap-
plication of the EM algorithm in the case of mixture models can be found
in the literature (Redner and Walker 1984; Bishop 1996), interestingly the
learning technique used in HMM (Baum 1972) turns out to be an instance
of the EM algorithm. Learning in regime-switching models within the
framework of maximum likelihood was formulated by Hamilton (1990,
1994). He used a regime-switching model to identify recession periods
in the US economy. In our work (Hollmén and Tresp 1999), exact infer-
ence rules for the hierarchical regime-switching model are derived from
the junction tree algorithm of the Bayesian networks (Jensen 1996). A re-
cent account on learning from data with graphical models can be found in
(Heckerman 1999).

3.2 Self-Organizing Map (SOM)

3.2.1 SOM Algorithm

The Self-Organizing Map (SOM) is a neural network model for the analy-
sis and visualization of high-dimensional data. It was invented by profes-
sor Kohonen (1990, 1995) and is the most popular network model based
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on unsupervised, competitive learning. It has also been successfully ap-
plied for the analysis of industrial processes (Kohonen, Oja, Simula, Visa,
and Kangas 1996; Alhoniemi, Hollmén, Simula, and Vesanto 1999). Bibli-
ography on published papers may be found in (Kaski et al. 1998).

The Self-Organizing Map is a collection of prototype vectors, between
which a neighborhood relation is defined. This neighborhood relation de-
fines a structured lattice, usually a two-dimensional, rectangular or hexag-
onal lattice of map units. Training a Self-Organizing Map from data is di-
vided to two steps, which are applied alternately. First, a best-matching
unit (BMU) or a winner unit mc is searched, which minimizes the Eu-
clidean distance between a data sample x and the map units mk

c = arg min
k
kx�mk

k:

Then, the map units are updated in the topological neighborhood of the
winner unit. The topological neighborhood is defined in terms of the lat-
tice structure, not according to the distances between data samples and
map units. The update step can be performed by applying

mk
(t + 1) := mk

(t) +α(t)hc
(t; k)[x(t) �mk

(t)℄

where the last term in the square brackets is proportional to the gradient

of the squared Euclidean distance d(x; mk
) = kx�mk

k

2
. The learning rate

α(t) 2 [0; 1℄ must be a decreasing function of time and the neighborhood
function hc

(t; k) is non-increasing function around the winner unit defined
in the topological lattice of map units. A good candidate is a Gaussian
around the winner unit defined in terms of the coordinates r in the lattice
of neurons

hc
(t; k) = exp

�

�

krk
� rc

k

2

2σ(t)2

�

:

During learning, the learning rate and the width of the neighborhood
function are decreased, typically in a linear fashion. The map then tends to
converge to a stationary distribution, which approximates the probability
density of data.

The Self-Organizing Map may be visualized by using a unified distance
matrix representation (Ultsch and Siemon 1990), where the clustering of
the SOM is visualized by calculating distances between the map units lo-
cally and representing these visually with gray levels. Another choice for
visualization is the Sammon’s mapping (Sammon Jr. 1969), which projects
the high-dimensional map units on a plane by minimizing the global dis-
tortion of inter point distances when applying the mapping.
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3.2.2 SOM for Clustering Probabilistic Models

Hollmén, Tresp, and Simula (1999) presented a Self-Organizing Map algo-
rithm, which enables using probabilistic models as the cluster models. In
this approach the map unit indexed by k stores the empirically estimated
parameter vector θk with an associated probabilistic model q(x ;θk

). For
implementing a Self-Organizing Map algorithm, we need to define a dis-
tance between the map units (i.e. the θk) and data. The distance between
θ and a data point itself cannot be defined in a Euclidean space since they
may have different dimensionality. The most common distance measure
between probability distributions is the Kullback-Leibler distance (Bishop
1996; Ripley 1996), which relates two probability distributions. Let us
think of a data point xi as distributed according to an unknown proba-
bility distribution xi � p(x) and then approximate p(x) � δ(xi). If we
substitute this expression to the Kullback-Leibler distance, we get

KL(p k q) = �

Z

p(x) log
q(x ;θk

)

p(x)
dx = � log q(xi ;θk

) (3.1)

which is the negative log probability of data for our empirical model.
Thus, minimizing the Kullback-Leibler distance between the unknown
true distribution that generated the data point at hand and our empiri-
cal model leads to minimizing the negative logarithm of the probability of
the data with our empirical model. This justifies the use of this probability
measure as a distance measure between models and data. In light of this
derivation, we can derive a Self-Organizing Map algorithm for parametric
probabilistic models. Winner unit indexed by c is defined by minimizing
the negative log-likelihood of the empirical models for a given data point
or equivalently, by searching for the maximum likelihood unit as in

c = arg min
k

[� log q(xi ;θk
)℄ = arg max

k
q(xi ;θk

):

The update rules are based on the gradients of this likelihood in the topo-
logical neighborhood of the winner unit c as

θk
(t + 1) := θk

(t) +α(t)hc
(t; k)

∂ log q(x(t);θk
)

∂θk
:

To illustrate the idea, we derived an algorithm for a specific case of user
profiling in mobile phone networks (Hollmén, Tresp, and Simula 1999).
However, the approach presented in generally applicable to user profiling
problems often encountered in marketing, for example.
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Assessment

4.1 Receiver Operating Characteristic Curves

In the fundamental detection problem (Green and Swets 1966; Egan 1975),
the task of the observer is to decide on the basis of an uncertain evidence
whether the stimulus consisted of a signal embedded in noise or noise
alone. Observations are either accepted as signals in noise or rejected as
noise alone according to a decision rule. Rephrasing this terminology from
the field of psychophysics, we have a detection system (or a classifier) that
on the basis of measurements, in our case call data, decides whether the
calling behavior is normal or fraudulent. In fraud detection domain, we
are interested how accurately these statements can be made. The eval-
uation must be made for each class separately, since by classifying all the
cases trivially as normal a small (misleading) error rate would be achieved.
This is based on the observation that fraud is indeed rare and normal be-
havior is dominating. Also, incorrect classifications may have different
consequences. In such domains, it is natural to consider class specific
assessment of the detection capability, which leads to Receiver Operat-
ing Characteristic analysis (Green and Swets 1966; Egan 1975; Metz 1978;
Swets 1988).

ROC = f(u; v)ju =

Z

1

r
p(xjω1)dx ; v =

Z

1

r
p(xjω2)dxg

Receiver Operating Characteristic (ROC) curve is a function that sum-
marizes the possible performances of a detector. It does so by varying the
cut-off point of decision (threshold) along the chosen decision variable. It
can be presented as a graphical plot, where the probability of detection is
plotted as a function of the probability of false alarm. Formally, a ROC

21
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curve is a curve of points (u; v), where p(xjω1) and p(xjω2) are the prob-
ability densities for the decision variable. This is shown in the Equation
above. In our applications, the decision variable is based on the likelihood
ratio or the posterior class probabilities. ROC visualizes the trade-off be-
tween false alarms and detection, thus facilitating the choice of a decision
function.

r

Figure 4.1: The class densities for the decision variable are shown. The
dashed vertical line at r is the cut-off point for decision. Probability of
detection is marked with light gray and the probability of false alarm with
dark gray. ROC curve visualizes the effect of r on these probabilities.
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Figure 4.2: In the left panel, ROC curve for the distributions in Figure 4.1
is shown. The cut-off point r is marked in the figure, corresponding to a
false alarm probability of 0.16 and a detection probability of 0.69. In the
right panel, empirically estimated ROC curve for the same distributions is
shown. Samples from each class (n = 250) were generated from the Gaus-
sian distributions (µ1 = 0; µ2 = 1:5;σ1 = σ2 = 1).

Hanley and McNeil (1982) show that the area under the ROC curve cor-
responds to the probability that a randomly chosen subject from class ω2

is correctly rated with greater suspicion than a randomly chosen subject
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form ω1. Hilgers (1991) presents a method to estimate the distribution-
free confidence bounds of ROC curves for finite samples.

4.2 Cost Issues

In the previous section, the accuracy of a detection system was assessed
with ROC curves. Presenting a ROC curve as such is ignorant of the cost
issues, but recognizes the importance of class-specific evaluation. The final
goal in fraud detection is to minimize costs incurred through fraud. The
decision goal determines the decision rule to be used, for example, the
goal of minimum probability of misclassification leads to the maximum
posterior classification rule and the goal of minimum cost of misclassifi-
cation leads to minimizing the expected risk of decision (Duda and Hart
1973; Schalkoff 1992). In fraud domain, formulating a cost model presents
an area for further work.

Ezawa and Norton (1996) state that the cost issues are handled surpris-
ingly little in the literature. Fawcett and Provost (1997) present cost mod-
els in fraud domain. Based on their fraud estimate, they state a fixed cost
for every minute of fraudulent activity. They give cost estimates with dif-
ferent decision schemes with their rule-based system and compare them
with decision schemes such as "classify all as fraudulent" and "classify
all as normal". Other work also discuss cost issues (Pazzani et al. 1994;
Provost and Fawcett 1997).
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Summary

5.1 Contents of the Publications

Publication 1 (Taniguchi, Haft, Hollmén, and Tresp 1998) presents
three methods for fraud detection. Firstly, a feed-forward neu-
ral network is used in classification of users to normal and
fraudulent users based on summary statistics over a time pe-
riod. Secondly, user behavior is modeled with an adaptive
Gaussian Mixture model, which is used in a novelty detection
fashion to detect sudden changes from the past behavior. This
constitutes the contribution of the present author. Thirdly, two
Bayesian networks are formulated by expert to reflect domain
knowledge about fraud and normal behavior, the outputs from
these network are combined together with a Bayes’s rule. The
two latter methods are based on features calculated over a pe-
riod of one day. For the methods presented in this paper, a
patent (Taniguchi, Haft, Hollmén, and Tresp 1997) has been
granted.

Publication 2 (Hollmén and Tresp 1999) uses a hierarchical regime-
switching model in detection of fraud. Learning is based on
the EM algorithm; inference rules are derived from the junc-
tion tree algorithm (Jensen 1996). In addition to unsupervised
learning, the models are fine-tuned with supervised learning
to improve the discriminative performance of the model. The
calling data is represented as a truth valued time-series, which
has a high-sampling rate. This work is a step towards real-time
detection of fraud. The learning procedure does not require
fully labeled accounts, but works with partially labeled data as
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described in Chapter 2.

Publication 3 (Hollmén, Tresp, and Simula 1999) develops methods
to cluster probabilistic models with the Self-Organizing Map
algorithm. The standard Self-Organizing Map algorithm is not
suitable for the task, since it uses Euclidean distance as an er-
ror measure, which cannot sensibly be defined between time-
series and probabilistic models. On the contrary, parameters of
probabilistic models are stored in map units and a likelihood
based distance measure is defined between data and map units.
Update equations are derived from the gradients of likelihood;
additional parameterization is introduced to handle the con-
straints on the parameters. A softmax layer is used to map the
unconstrained parameters to the constrained parameter space.
In experiments, the approach is used to model calling behavior
in mobile communications networks with dynamic models.

5.2 Contributions of the Author

In Publication 1, the author of this thesis was responsible for the section
on novelty detection with Gaussian Mixtures. The ideas were invented by
the author and experiments were made by the author. Also, writing the
paper was coordinated by the author. In Publication 2, the author was re-
sponsible for the representation of the problem and the experiments. The
inference rules were developed jointly with the second author, with whom
the paper was also jointly written. In Publication 3, the author was respon-
sible for ideas and the experiments. The paper was written by the author
and edited by the co-authors.

5.3 Summary and Conclusions

In this thesis, the problem of fraud detection was treated as a pattern
recognition problem. The calling data of mobile phone subscribers con-
stituted the basis of behavior description. It was hypothesized that fraud
can either be detected through abrupt changes in calling behavior or by
designating models to each type of behavior. These are called differential
and absolute approaches to fraud detection, respectively. The models were
realized using probabilistic models or neural networks. The data used in
learning originated from real mobile communications networks.
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The use of probabilistic models to model uncertainty in fraud domain
is further motivated by the view by Davis and Goyal (1993), who state
that there is nothing about any one call itself that proves incontrovertibly
that is it fraudulent. Therefore, any call must be put in a wider context of
behavior. In our models, this context is carried forward with the inclusion
of time-dependent hidden variables, which put any single call to a context
of near history. In the novelty detection approach, we considered feature
variables, which summarize the behavior of one day, similarly forming a
contextual description of behavior.

The methods presented are based on the concept of learning or form-
ing a general model of a phenomenon from a given set of data samples.
As discussed in Chapter 2, collecting accurately labeled fraud data is ex-
pensive. The methods developed in this thesis learn to detect fraud from
partially labeled data, that is, it is known that an account is defrauded but
not exactly when. The data is thus a mixture of normal and fraudulent
data with an unknown mixing mechanism. To our knowledge, no other
work solves the problem of learning fraud models from data that is par-
tially labeled in this fashion. This approach provides an economic aspect
to learning to detect fraud.

The results in this thesis in terms of detection performance are com-
parable to or better than other works published in the field. As a rough
measure of state-of-the-art performance, the detection system should de-
tect most of the fraudsters, but more importantly, false alarm probabilities
should be below 2 or 3 percent. Otherwise, as the population of mobile
phone users may be large, the absolute amount of alarms is beyond con-
trol. As noted in the review part, comprehensive comparisons are difficult
to make since there are no common basis for evaluation. In any case, an
evaluation should be based on ROC analysis and possibly cost evaluation,
if a cost model can readily be formulated. This is one of the issues for
further work. However, formulation of the cost model may be complex,
since many factors affect the actual loss through fraud. Another dimen-
sion of further work is the use of direct discriminative methods to fraud
detection. Also, transforming the problem of unsupervised learning to a
problem, where supervised learning could be used, would be beneficial.

The research presented in this thesis addresses an important problem
of user profiling. More than ever before, companies need to be aware of
the existing customer segments, habits, and lifestyles in order to provide
suitable products and services to the public. In this endeavor, user pro-
filing helps in defining customized products and services through quan-
titative analysis of market data. In the era of popularized Internet, vast
masses of people have access to a great variety of product offerings. The
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profound difference to marketing in the past is that instead of companies
pushing the products to the customer, the customer himself is seeking for
a suitable product or a service. This sets higher requirements on the suit-
ability of a service to a customer. Therefore, companies need to formulate
target groups and analyze the market to guarantee satisfaction of the tar-
get group of customers. The analysis should have consequences on con-
ceptual design of future products. This cycle results ideally to improved
products and services.

Taking this wider view on user profiling, fraud detection may be seen
as a specific case of user profiling, where the purpose of the model is to
distinguish intentional misuse of mobile phones from legitimate calling
behavior.
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