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1 Introduction

1.1 Background

The multiple-input multiple-output (MIMO) radar [1–6], has become the focus of

intensive research in recent years. Despite the benefits such as improved parameter

identifiability and angular resolution, increased upper limit on the number of resolvable

targets, and extended array aperture by virtual sensors, the traditional MIMO radar

with colocated transmit antenna elements suffers from the loss of coherent processing

gain that can be achieved in the phased-array (PA) radar system. This is due to the

omnidirectional transmission of mutually orthogonal waveforms in the traditional

MIMO radar configuration. To compensate for this effect, the work of [7] attempts to

simultaneously incorporate the benefits of waveform diversity and coherent processing

gain by separating the transmit antenna array into several uniform subarrays, and

enabling each one to perform as a PA. Unlike [7], the transmit beamspace (TB)-

based MIMO radar (see for example [8]) focuses the energy of multiple transmitted

orthogonal waveforms within a certain spatial sector where a target is likely to be

located using beamspace design techniques. In this radar configuration, beams that

fully cover the sector-of-interest are synthesized at the transmitting end. Each beam

associated with a certain orthogonal waveform is implemented via the whole transmit

array of the TB-based MIMO radar. The essence of it is to find the jointly optimal

scheme that achieves improved signal-to-noise ratio (SNR) together with increased

aperture by means of TB processing techniques [8–16]. For example, it allows to

achieve coherent processing gain or desired beampattern by appropriate design of

waveform correlation matrix [9, 10].

Compared to the traditional MIMO radar, one verified benefit of the TB-based

MIMO radar is the superior direction-of-arrival (DOA) estimation performance

in a wide range of SNRs [8, 12, 13]. Based on the classic approach of Multiple

Signal Classification (MUSIC) [17] or Estimation of Signal Parameter via Rotational

Invariance Techniques (ESPRIT) [18], multiple efficient algorithms that facilitate

DOA estimation can be developed. Moreover, the Cramér-Rao bound (CRB) derived

for the TB-based MIMO radar in [8] demonstrates that it can achieve a lower CRB

with fewer waveforms than the traditional MIMO radar with full waveform diversity,

and the lowest CRB can be achieved with proper TB design. This leads to emitting

non-orthogonal or correlated waveforms from different transmit antenna elements. To

study the performance of these actually emitted waveforms as well as the resolution
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performance of the TB-based MIMO radar system, it is essential to employ ambiguity

function (AF) [19–23] for the performance evaluation.

The well-known Woodward’s AF [19, 20], which characterizes the resolution

property in Doppler-delay domain for narrow-band waveforms, has served as a

starting point for the works on the traditional MIMO radar AF [21–23]. It has been

extended to the traditional MIMO radar setup in [21] for the first time, and four AF

simplifications corresponding to different scenarios have been derived there. Some

properties of the traditional MIMO radar AF have been studied in [22]. Another

AF definition for the traditional MIMO radar which does not consider the phase

information, has been introduced in [23]. However, with the development of TB

design techniques, which allow for non-orthogonal or correlated waveforms to be

emitted from each transmit antenna element, the traditional MIMO radar AFs are

no longer applicable for the TB-based MIMO radar. This motivates us to derive

the AF for the TB-based MIMO radar and investigate how it behaves. Moreover,

in-depth study of the TB-based MIMO radar AF also provides insights into the

clutter/interference mitigation in airborne MIMO radar system with TB design

because Doppler processing of moving target is needed in airborne mode. On the

other hand, it is known that the so-called “clear region” [19, 20] denotes the volume-

clearance area in Doppler-delay domain which is free of sidelobes. It serves as a

measure to determine how close to the ideal thumbtack-shape AF one can come. It

is also of great significance for the TB-based MIMO radar AF analysis to see how

large its “clear region” is. The work in [23] defines the traditional MIMO radar AF

as the sum of the squared noise-free outputs after matched filtering to the waveforms.

Based on this definition the “clear region” bound is derived. Such bound is also

important to derive for the TB-based MIMO radar AF.

1.2 Contributions

In this thesis, we derive the AF for the TB-based MIMO radar. It serves as a

generalized AF form for which the existing traditional MIMO radar AF and PA

radar AF are important special cases. The effects of both coherent processing gain

and waveform diversity are considered when defining the new AF for the TB-based

MIMO radar. The phase information conveyed by multiple factors such as array

geometry and relative motion is incorporated. Considering that it is impossible

to give an exact “clear region” bound for the TB-based MIMO radar AF because

the self-transform [19] of the TB-based MIMO radar AF can not guarantee the
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non-negativity in general, we identify two limiting cases to conduct the analysis.

The main contributions of this thesis are as follows:

• We review the state of the art in MIMO radar, including the aspects of waveform

design, transmit beamforming, parameter estimation and detection, interference

suppression, etc. The radar AF works such as Woodward’s AF and MIMO

radar AF(s) are also reviewed.

• We introduce a new AF definition for the TB-based MIMO radar for the case

of far-field targets and narrow-band waveforms. Equivalent transmit phase

centers are introduced in the definition as well.

• We show that the TB-based MIMO radar AF is a generalization of AF for

many well-known radar configurations such as the PA radar, the traditional

MIMO radar (with subarrays), and the TB-based MIMO radar. The AF for

each of these radar configurations can be obtained by properly selecting the

TB matrix and the equivalent transmit phase centers.

• We establish the relationships among the defined TB-based MIMO radar AF

and other existing AFs in the literature including the well-known Woodward’s

AF, the traditional MIMO radar AF, and the PA radar AF, respectively.

• We compare the newly defined TB-based MIMO radar AF with the square-

summation-form AF [23], and propose a TB design strategy to reduce the

relative sidelobe levels of the TB-based MIMO radar AF.

• We identify the worst and the best limiting cases for the TB-based MIMO

radar AF, and derive the corresponding “clear region” bounds.

1.3 Organization of the thesis

The thesis is divided into seven chapters. Chapter 2 presents the overview of MIMO

radar and radar AF. Chapter 3 presents the signal models of the traditional and

TB-based MIMO radars as well as some preliminaries of TB design. Chapter 4

proposes a newly defined TB-based MIMO radar AF and presents some interesting

relationships with other AF works. The “clear region” analysis of the TB-based

MIMO radar AF is provided in Chapter 5. Our simulation results are summerized in

Chapter 6. Finally, the thesis is concluded in Chapter 7.
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2 MIMO radar and AF

In this chapter, the overview of MIMO radar and radar AF is presented. The MIMO

radar overview, which includes the concept, the categories, and the research status of

MIMO radar, is provided in the first section, while the well-known Woodward’s AF

and the AF works developed for MIMO radar are introduced in the latter section.

2.1 MIMO radar overview

2.1.1 Concept of MIMO radar

The idea of “MIMO” has been used in communication area to increase the data

throughput and link range without additional bandwidth or extra transmit power

[24, 25]. Introducing this idea to the field of radar, the concept of MIMO radar

simply means that there are multiple radiating and receiving sites. Different from

the PA radar system that emits an identical waveform, MIMO radar emits multiple

probing signals through its transmit antennas. When the concept of MIMO radar was

initially developed, the signals were referred to as mutually orthogonal waveforms.

This restriction wa updated later, i.e., non-orthogonal or correlated waveforms were

allowed to be transmitted.

The development of MIMO radar dates back to the 1990s when the concept

of Synthetic Impulse and Aperture Radar (SIAR) [26] was first proposed by the

French aerospace research agency ONERA. SIAR transmits narrow-band orthogonal

waveforms via omnidirectional antennas. It can achieve the advantage of improved

range resolution as wide-band radar due to the capability of synthesizing impulse

operation. This type of radar configuration has parallels with MIMO wireless

communication systems, and it hence serves as the prototype of MIMO radar.

2.1.2 Categories of MIMO radar

According to the antenna configurations of MIMO radar, it can be divided into

two categories. One is referred to as widely separated MIMO radar (also named

statistical MIMO radar). The other is referred to as colocated MIMO radar (also

named coherent MIMO radar). In the former type of MIMO radar, the transmit

array elements (and the receive array elements) are broadly spaced, which provides

independent scattering responses of a target for each transmit-receive antenna pair.

While in the latter type of MIMO radar, the transmit array elements (and the receive
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array elements) are closely spaced, which enables the MIMO radar system to share

the same spatial angle of a far-field target, i.e., the same scattering response of a

far-field target is obtained.

2.1.3 Research status of MIMO radar

With continuous efforts in the past decade, researchers have achieved many useful

theoretical results about MIMO radar. The research on MIMO radar with widely

separated antennas has shown that improved target detection performance, enhanced

ability to combat signal scintillation, and more accurate parameter estimation of

moving targets can be achieved in this type of MIMO radar configuration [2,4, 27].

As for the MIMO radar with colocated antennas, it has been shown that it enables

improved spatial resolution, better parameter identifiability, increased upper limit

on the number of detectable targets, and extended array aperture by virtual arrays

[3, 8, 11, 28, 29]. Parts of these advantages of both types of MIMO radar have

been concluded in two overview articles [2, 3] published in the early time after the

establishment of MIMO radar. There are also discussions about the comparison

or relationship between (colocated) MIMO and PA radars [30–32]. The claimed

advantages of MIMO radar versus PA radar have been evaluated from a system

engineering viewpoint [30]. In short, it is well understood that tradeoffs exist in

MIMO radar [11,33].

The reported literature of MIMO radar starts since the year of 2003. During

the first two years, several initial works on MIMO radar were published [5, 29,34].

For example, degrees of freedom (DOFs) and resolution of MIMO radar have been

studied in [29]. It is revealed that (colocated) MIMO radar possesses more DOFs

than PA radar, and improved resolution can be obtained. An example of the benefits

of MIMO radar has been discussed in the context of space-time adaptive processing

(STAP) [35,36] for ground moving target indication (GMTI) [37]. The work [5] has

investigated the performance of (widely separated) MIMO radar from the viewpoint

of capitalizing on the target scintillations where the system performance analysis in

terms of CRB has also been carried out.

The above-mentioned pioneering works have encouraged researchers to extend

MIMO radar research to different branches, including waveform design, transmit

beamforming, parameter estimation and detection, interference suppression, etc. A

large number of meaningful results related to these fields have been achieved in the

past decade, and new interesting results are continuing to emerge in recent years. In

the following, the results achieved in these fields are reviewed, and after that, some
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current important research issues in MIMO radar area are introduced.

2.1.3.1 Waveform design

Many research works have been devoted to the waveform design in MIMO radar

[38–56]. The criteria such as CRB, mutual information, mean-square error (MSE),

and AF have been employed in some of the waveform designs. Among all the designs,

convex optimization [57] techniques are the most frequently used.

In the earliest reported literature [38], two types of waveform optimization

strategies have been studied in the context of static radar environment. One is

the image-domain adaptive waveform design, while the other aims at designing for

angle estimation in clutter-free environment in which CRB has been firstly exploited.

The work of [42] has extended the second waveform design of [38] to a general

case of multiple targets in the presence of spatially colored interference and noise.

CRB matrix has also been used, and minimization of the trace, the determinant,

and the largest eigenvalue of the CRB matrix have been employed as the design

criteria there. It has been found that the CRB of parameter estimation is related

to the cross-correlation matrix of transmitted waveforms. The joint optimization

of waveforms and receiving filters for the case of extended targets in clutter has

been considered in [46]. Another joint transmitted waveforms and receiving filter

optimization design (for example, for radar imaging) can be found in [45]. The work

of [40] has proposed to design the waveforms by maximizing the conditional mutual

information between the random target impulse response and the reflected waveforms

or minimizing the MSE in estimating the target impulse response. It has been shown

that these two criteria lead to the same solution under equal total power constraint.

Mutual information based MIMO radar waveform design can also be found in [49].

Designing MIMO radar waveforms based on the AF serves as another way to

achieve the goal of obtaining desired waveforms. Intuitively, excellent AF of a certain

radar configuration (one or more waveforms may be used) is expected to have a very

high peak at its mainlobe but particularly low levels at its sidelobes. In other words,

the ideal design with a thumbtack-shape AF is used as a reference to evaluate the

quality of waveforms that have been designed. Several works have defined the AF

for MIMO radar [21,23,58]. In [21], the well-known Woodward’s AF [59] has been

extended to MIMO radar for the first time. Based on a similar AF definition as in

[21], the work of [43] has proposed the design for frequency-hopping waveforms.

Researchers have also employed space-time coding techniques to design MIMO

radar waveforms [39, 44, 48]. For example, polyphase-coded waveforms have been
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generated using statistical genetic algorithm in [39]. In [44], the classes of waveforms

such as code division multiple access (CDMA), time division multiple access (TDMA),

and frequency division multiple access (FDMA) waveforms have been studied for

MIMO radar, and the way of generating waveforms that facilitate higher adaptive

performance of clutter mitigation has been presented. Space-time coding techniques

that aims at suppressing the cross-correlation effects of waveforms in MIMO radar

have also been studied in [48], where the conditions for removing waveform cross-

correlation have been provided. An alternate space-time coding approach, which

utilizes conventional radar waveforms and achieves the orthogonality by phase coding

among slow-time pulses, has been proposed in [41].

There are also robust [51] and correlated [56] waveform designs for MIMO radar.

Some of the relevant research has also chosen to design the cross-correlation matrix of

waveforms instead of designing exact waveforms for MIMO radar [9,10]. The specific

designs of this matrix mainly depend upon the goals that need to be achieved. For

example, desired (possibly flat) beampattern with a certain width may be required.

The corresponding design is also called transmit beamspace design [8, 12–14] due to

the reason that it belongs to the category of transmit beamforming. This technique

is reviewed in the following sub-subsection.

2.1.3.2 Transmit beamforming

Beamforming is another important research aspect in MIMO radar. Among all the

relevant research directions, transmit beamforming (or TB design) [7–14,60–71] is

the most popular subject.

The study of transmit beamforming dates back to the year of 2004 when the

innovative work of [60] was published. A method based on gradient search to achieve or

approximate the desired spatial transmit beampattern using partial signal correlations

has been proposed there. This type of transmit beamforming with arbitrary waveform

cross-correlation matrix has been fully studied in the subsequent work [9]. Constrained

convex optimization problem has been formulated in order to find the cross-correlation

matrix. The work of [10] has studied the transmit beamforming problem in [60]

using similar mathematical approach (i.e., convex optimization design). Semidefinite

quadratic programming [57] has been employed to solve the beampattern matching

design problem. Several beampattern matching criteria including maximization of

incident power on multiple targets with known/unknown locations, minimization of

beampattern sidelobe levels, and matching to a desired beampattern (i.e., minimizing

the difference) have been proposed in [10].
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There are also other ways of designing the waveform cross-correlation matrix

for the purpose of achieving desired transmit beampatterns [61–64]. The main

difference among these methods is that their goals are different. For example, the

beampattern ripples within the energy focusing region and the transition bandwidth

has been the main considerations in [61], while attentions of signal-to-interference-

plus-noise ratio (SINR) and beampattern sidelobe levels have been paid to the

design in [64]. In addition, some of these works have proposed to achieve the

goal of transmit beamforming by making the design unconstrained [62] or deriving

closed-form solutions to the design [63].

In contrast to the above-mentioned transmit beamforming design based on the

waveform cross-correlation matrix (or the set of signals), some researchers have taken

a more fruitful point of view which involves beamforming vector to achieve the same

goal [8, 12–14, 66]. In essence, this type of design is equivalent to the type of that

with waveform cross-correlation matrix, but are more flexible and insightful. Initially

orthogonal waveforms are assumed to be employed in this type of designs, and

waveform correlations (or equivalently, correlated waveforms) are generated by the

designed beamforming matrix which is composed of a certain number of beamforming

vectors. Moreover, a significant fraction of these methods have been designed aiming

at facilitating direction finding or achieving superior DOA estimation performance

[8, 12–14].

In [8], two transmit energy focusing designs have been proposed. The first design

(named spheroidal sequences-based design) pursues to find the orthogonal basis of

the transmit beamspace from the viewpoint of subspace decomposition, while the

second one (named convex optimization-based design) casts the design as a convex

second-order cone programming problem in which desired phase rotation terms for

ESPRIT DOA estimation are involved. It has been shown in [8] that superior DOA

estimation performance to that of the traditional MIMO radar (without TB design)

can be achieved, and properly selecting the number of transmitted waveforms (or

the number of beamforming vectors) can lead to an optimum/lowest CRB of DOA

estimation. Another TB design which enables search-free ESPRIT DOA estimation

has been proposed in [12]. A specific structure which separates the TB matrix into

two conjugate flipped groups has been imposed in order to maintain the rotational

invariance property (RIP) [72, 73] for ESPRIT. This TB strategy also belongs

to the category of convex optimization-based designs, and it shows superior DOA

estimation performance to that of [8]. The reason lies in the fact that better RIP is

maintained by this design. The TB-based designs have been shown to be efficient for
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the generalization to two-dimensional (2D) transmit arrays [69, 70]. In addition, the

work of [66] has studied the TB design from the viewpoint of target tracking. Both

the single-target and multiple-target cases have been considered there.

Besides the way of designing the waveform cross-correlation matrix or TB matrix,

transmit beamforming has also been implemented via subarrays or subapertures

[11,67,68]. For example, the work of [11] has proposed the concept of phased-MIMO

radar which combines the advantages of both PA and MIMO radars by partitioning

the transmit array into several (uniform or overlapped) subarrays. Each subarray

performs as a PA radar, and orthogonal waveforms are transmitted individually by

different subarrays. It has been shown that the main introduced benefit is that both

the coherent processing gain and the waveform diversity at the transmitting end

are achieved. Indeed, MIMO radar with subarrays also reduces the required time of

coherent integration if the mode of pulse-Doppler processing is employed.

In addition to the aforementioned techniques, transmit beamforming has also

been extended to the aspect of time-division transmit beamforming [71] recently.

2.1.3.3 Parameter estimation and Detection

There also have been abundant achievements for MIMO radar parameter estimation

and detection [27,74–88]. The earliest studies on these two issues have been reported

in the literature [74] and [75] issued in the year of 2006. The work of [74] has

focused on improving the detection performance by applying target spatial diversity

to statistical MIMO radar. Effects caused by slow fluctuations of target reflection

cross section have been fully studied in this work, and it has been shown that the

optimal Neyman-Pearson-sense detector consists of noncoherent processing of the

outputs at the receiver. The work of [75] has analyzed the performance of target

detection, angular estimation accuracy, and angular resolution for MIMO radar. The

generalized likelihood ratio test (GLRT) for target detection, maximum likelihood

direction estimation as well as its CRB have been derived for an arbitrary signal

coherence matrix in [75].

Some of the relevant research has focused on moving target parameter estimation

and detection [27,76,85,86]. The work of [76] has investigated the problem of moving

target detection in the environment of Gaussian noise and clutter. GLRT detector has

been established there. It has been shown that the (widely separated) MIMO radar

approach is more suitable for handling moving targets with small radial velocities,

especially for scenarios in which colocated array is unable to separate the target from

the clutter. Other MIMO radar detections using GLTR have been considered in [85]
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and [86]. It has been shown in both of the two works that constant false alarm rate

can be achieved. The work of [27] has considered the parameter estimation problem

for a moving target in noncoherent MIMO radar, in which an approach which makes

use of the phase information associated with each transmit-receive path has been

proposed.

There are also relevant works which have paid attentions to the joint parameter

estimation and detection [77,78], the sensitivity analysis of detection [84], and the

detection in the presence of phase synchronization mismatch [83] or heterogeneous

environment [80] for MIMO radar. In addition, the study of detection has also been

extended to passive MIMO mode [87,88].

2.1.3.4 Interference suppression

The interference suppression related research in MIMO radar has also attracted a lot

of interest [37,41,89–98]. This part of research covers the issues of GMTI [37,89–91],

STAP for clutter mitigation [41,92, 93], rank estimation of clutter covariance matrix

(with or without multipath) [92,94,95], and jammer suppression [92,96,97].

The main result that has been achieved about MIMO GMTI is that it enables

potential improvements in clutter mitigation SINR loss and minimum detectable

velocity for slow-moving targets. It has been shown that such improvements result

from the extended aperture achieved in MIMO radar. By comparing to conventional

single-input multiple-output approach, both theoretical and experimental research

has been conducted to verify this in the past years.

The STAP techniques, which have been fully developed for PA radar during the

past three decades, have also been introduced to MIMO radar. The main difference

between MIMO radar STAP and PA radar STAP is that extra DOFs are introduced to

the former because of the transmit waveform diversity. This has been shown to have

two sides, i.e., more clutter subspace is allowed to be filtered out by the extra DOFs,

however, the increase of the data dimension as well as the clutter/jammer rank makes

MIMO STAP more complex [92]. The work of [92] has proposed a subspace STAP

method in which the clutter subspace is computed using the geometry of the radar

configuration rather than the received data. Prolate spheroidal wave function has

been employed as the tool for the clutter subspace calculation. Using the calculated

clutter subspace and also estimating the jammer-plus-noise subspace independently,

the number of required data samples has been significantly reduced in [92]. The work

of [93] has introduced the joint domain localized processing method [99] to MIMO

radar. To reduce the number of required samples, the received spatial-temporal
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data is transformed to angle-Doppler domain via joint transmit-receive beamforming

techniques and discrete Fourier transformation, and localized angle-Doppler sub-

domain is selected for adaptive processing. The proposed clutter mitigation method in

[93] has also presented an automatic stage-selective multistage Wiener filter algorithm

to solve the corresponding adaptive processing problem.

The study on the rank of MIMO radar clutter covariance matrix has also been

carried out. For example, the work of [92] has extended the clutter rank estimation

rule of PA radar [36] to MIMO radar. It has been shown that the transmit waveform

diversity in MIMO radar also contributes to the clutter rank, and the contributing

extent is determined by the aperture ratio between the transmit and receive arrays.

The work of [95] has analyzed the clutter rank in terms of waveform covariance

matrix. Waveforms are not constrained to be orthogonal in this work, and hence it

has been shown that the rank of MIMO radar clutter covariance matrix is related

to both the rank and the structure of the waveform covariance matrix. The MIMO

radar clutter rank estimation in the presence of multipath ground clutter has been

studied in [94]. In this work, the transmit-receive directionality spectrum has been

employed in estimating the multipath clutter rank.

The issue of jammer suppression has also been studied for MIMO radar by several

works, and relevant research on this topic is still continuing. The suppression of

jamming signal has been incorporated in the STAP method developed in [92], where

the diagonal structure of the covariance matrix of jammers has been used to facilitate

the STAP. The works of [96] and [97] have studied the problem of terrain-scattered

jammer suppression by proposing beamspace techniques with reduced dimension

and robust beamforming techniques. Spatial signature difference between the echoes

from the target and jamming sources has been used in the proposed designs.

2.1.3.5 Related experiments

Several experimental research on MIMO radar has been conducted by Lincoln Labora-

tory during the past years. For example, an experimental system operating at L and

X bands had been established by the year of 2003 [100]. This reported experimental

system is the earliest testbed (named MIMO multifunction digital array) which

supports MIMO techniques. Another experiment [37] conducted in the year of 2009 is

about airborne MIMO GMTI. It has been utilized to verify the potential of enhanced

GMTI performance when using MIMO techniques.
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2.1.3.6 Current important research issues

Considerable amount of research with respect to MIMO radar is on its way, and more

useful results starts to emerge nowadays. The new branches of MIMO radar research

include MIMO compressive sensing [101,102], MIMO SAR [103,104], cognitive MIMO

radar [55], etc.

2.2 Radar AF

The implication of radar AF is that it represents the time response of a filter matched

to a given finite-energy signal when the signal is received with a time delay and a

Doppler shift.

The radar AF originates from the theory of matched filter. For a certain matched

filter, its impulse response is defined by a particular signal to which this filter is

matched. The matching result means that maximum SNR can be achieved at the

output of the filter. The matched-filter response to time-delayed and Doppler-shifted

signal serves as the prototype of the radar AF.

2.2.1 Woodward’s AF

The Woodward’s AF, which has been used for the radar system with a single waveform

(i.e., for PA radar configuration), is defined as [59]

|χ(τ, fd)| ,
∣∣∣∣
∫ ∞

−∞
u(t)u∗(t+ τ)exp{j2πfdt}dt

∣∣∣∣ (2.1)

where τ is the time delay, fd is the Doppler shift, and u(t) is the complex envelop of

a signal at time t. Positive time delay τ implies that the target is farther from the

radar than the reference position (τ = 0), and positive Doppler shift fd means that

the target is moving towards the radar. Without loss of generality, the signal u(t) is

assumed to be a unit-energy signal, i.e.,

∫ ∞

−∞
|u(t)|2dt = 1. (2.2)

Some important properties of the Woodward’s AF are as follows:

• Maximum value occurs at the origin

|χ(τ, fd)| ≤ |χ(0, 0)| = 1. (2.3)
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Figure 2.1: The Woodward’s AF and its zero-delay/Doppler cut for a single polyphase
coded waveform.

• Constant volume ∫ ∞

−∞

∫ ∞

−∞
|χ(τ, fd)|2dτdfd = 1. (2.4)

• Symmetry

|χ(−τ,−fd)| = |χ(τ, fd)|. (2.5)

• Linear frequency modulation (LFM) effect, that is, if the complex envelope of

the signal u(t) has an AF |χ(τ, fd)|, namely,

u(t) ⇔ |χ(τ, fd)| (2.6)

then the LFM signal u(t)exp{jπkt2} leads to the AF |χ(τ, fd−kτ)|, i.e.,

u(t)exp{jπkt2} ⇔ |χ(τ, fd−kτ)|. (2.7)

It is also interesting to see the zero-Doppler and zero-delay cuts of Woodward’s

AF, as shown in Figure 2.1 for an example, because the implications of both AF

cuts are meaningful. Using (2.1), the zero-Doppler cut of the Woodward’s AF can

be expressed as

|χ(τ, 0)| =
∣∣∣∣
∫ ∞

−∞
u(t)u∗(t+ τ)dt

∣∣∣∣ = |R(τ)| (2.8)

where R(τ) is the auto-correlation function of u(t). This means that the zero-Doppler

cut of Woodward’s AF is the auto-correlation of the evaluated waveform. Similarly,
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the zero-delay cut of Woodward’s AF can be expressed as

|χ(0, fd)| =
∣∣∣∣
∫ ∞

−∞
|u(t)|2ej2πfdtdt

∣∣∣∣ (2.9)

which serves as the Fourier transform of the squared magnitude of the evaluated

waveform u(t).

2.2.2 MIMO radar AF

The Woodward’s AF can not serve straightforwardly as MIMO radar AF simply

because multiple waveforms are employed in MIMO radar. Therefore, particular

AF should be defined for the MIMO radar configuration. Such defined MIMO

radar AF is expected to serve as an efficient tool to characterize (local or global)

resolution properties of the employed waveform set. This thesis deals with narrow-

band waveforms which are the most commonly used in radar field.

Among the existing works on MIMO radar, several definitions of MIMO radar

AF exist. The work of [21] defines the MIMO radar AF as

χ(Θ,Θ′) ,

∣∣∣∣∣

N∑

n=1

M∑

m′=1

M∑

m=1

∫ ∞

−∞
φm(t− τm,n(p))φ∗

m′(t− τm′,n(p′))

× exp{−j2πτm,n(p)(fc + fm,n(Θ))}exp{j2πτm′,n(p′)(fc + fm′,n(Θ′))}

× exp{j2π(fm,n(Θ) − fm′,n(Θ′))t}dt

∣∣∣∣∣

2

(2.10)

where M and N are the numbers of transmit and receive antenna elements, respec-

tively, φm(t− τm,n(p)) and φm′(t− τm′,n(p′)) are the time-delayed versions of the

mth and m′th transmitted waveforms φm(t) and φm′(t) with τm,n(p) and τm′,n(p′)

being the (m,n)th and (m′, n)th transmit-receive path time delays associated with

the target positions p and p′, respectively, fm,n(Θ) and fm′,n(Θ) are the (m,n)th

and (m′, n)th transmit-receive path Doppler frequencies associated with the target

parameters Θ and Θ′, respectively, fc is the carrier frequency, and (·)∗ denotes the

conjugate operation.

The second definition of MIMO radar AF can be found in the work of [23], which

is expressed in the following form

|χ(τ, fd)|2 ,

M∑

j=1

M∑

k=1

|χjk(τ, fd)|2 (2.11)
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where

χjk(τ, fd) ,
∫ ∞

−∞
φj(t)φ

∗
k(t+ τ)ej2πfdtdt (2.12)

with φj(t) and φk(t) being the jth and kth transmitted waveforms of MIMO radar.

We name this AF definition as square-summation-form MIMO radar AF.

Another version of MIMO radar AF, defined in [43], is similar to that of [21],

hence it is not presented here. Note that there are also wide-band case MIMO radar

AF (see [21]), however, this thesis focuses on the narrow-band case only. Thus, the

wide-band MIMO radar AF is not presented.
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3 Signal models and preliminaries

In this chapter, the signal model of the traditional MIMO radar is presented first.

Then it is extended to the TB-based MIMO radar configuration. Preliminaries which

include the existing TB matrix designs as well as their essence are presented in the

latter part of this chapter.

3.1 Traditional MIMO radar signal model

Consider a colocated MIMO radar system with a transmit array of M antenna

elements and a receive array of N antenna elements. Both the transmit and receive

arrays are assumed to be closely located, therefore, they share an identical spatial

angle for a far-field target. In the context of the traditional MIMO radar, the complex

envelope of the waveforms emitted by the transmit antenna elements can be modeled

as

sm(̃t) =

√
E

M
φm(̃t), m = 1, 2, . . . ,M (3.1)

where E is the total transmit energy within one radar pulse, t̃ is the continuous

fast-time index, i.e., time within the pulse, and φm(̃t) is the mth orthogonal baseband

waveform. Without loss of generality, we assume that the transmitted waveforms are

normalized to have unit-energy, i.e.,

∫

T
|φm(̃t)|

2dt̃ = 1, m = 1, 2, . . . ,M (3.2)

where T is the time duration of the pulse.

Assuming that L targets are present, the N × 1 received complex signal vector

can be expressed as

x(t, ς) =
L∑

l=1

rl(t, ς)b(θl) + z(t, ς) (3.3)

where t is the continuous fast-time index for the received signal, ς is the slow-time

index, i.e., the pulse number, b(θl) is the steering vector of the receive array associated

with the lth target, z(t, ς) is N × 1 zero-mean white Gaussian noise, and

rl(t, ς) =

√
E

M
αl(ς)Dl(ς)a

T (θl)φ(t) (3.4)

is the echo of radar return due to the lth target located at the spatial direction θl.

In (3.4), αl(ς), Dl(ς), a(θl), and θl are respectively the complex reflection coefficient
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with variance σ2
α, the phase due to Doppler, the steering vector of transmit array,

and the spatial angle all associated with the lth target, φ(t) , [φ1(t), . . . , φM(t)]T

is the M × 1 waveform vector, and (·)T stands for the transpose operation. Note

that the reflection coefficient αl(ς) is assumed to follow the Swerling II target model,

i.e., it remains constant during the whole pulse, but varies independently from pulse

to pulse. Dl(ς) is assumed to be constant for any give t during the ςth pulse, i.e.,

slow-moving targets are assumed.

At the receiving end, the N × 1 component of the received data (3.4) due to the

mth waveform is extracted by employing the matched filtering technique, i.e.,

xm(ς) ,
∫

T
x(t, ς)φ∗

m(t)dt, m = 1, . . . ,M (3.5)

where (·)∗ is the conjugate operator. By stacking all the filtered components (3.5)

into a column vector, we can obtain the following MN × 1 virtual data vector

yMIMO(ς) ,
[
xT

1 (ς), . . . ,xT
M(ς)

]T

=

√
E

M

L∑

l=1

αl(ς)Dl(ς)uMIMO(θl) + z̃(ς) (3.6)

where uMIMO , a(θ)⊗b(θ) is the MN ×1 virtual steering vector, z̃(ς) is the MN ×1

noise term whose covariance is given by σ2
z
IMN , and ⊗ denotes the Kronecker product.

3.2 TB-based MIMO radar signal model

Different from the traditional MIMO radar that emits waveforms omni-directionally,

the TB-based MIMO radar aims at focusing the energy of multiple transmitted

waveforms within a spatial sector-of-interest Ω via a certain number of beams. The

sector Ω can be estimated in a preprocessing stage of low-resolution DOA estimation

with low complexity.

In the TB-based MIMO radar system, K (in general, K ≤ M) initially orthogonal

waveforms are transmitted [8]. For each waveform, a transmit beam that illuminates

a certain area within the pre-determined spatial angular sector-of-interest Ω is formed.

The K synthesized transmit beams are designed to fully cover the spatial sector Ω.

Thus, in the context of the TB-based MIMO radar, the signal radiated towards the

target located at the spatial direction θ via the kth transmit beam can be modeled
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as [8]

sk(t) =

√
E

K
cT

k a(θ)φk(t), k = 1, . . . , K (3.7)

where ck is the kth column vector of the M ×K TB matrix C with C being defined

as

C , [c1, . . . , cK ]. (3.8)

Technically, each column of C that is composed of M elements is elaborately designed

to form a certain transmit beam within the sector-of-interest Ω, and the kth orthog-

onal waveform is emitted through the kth synthesized transmit beam. Therefore,

by denoting the mth element of ck as cmk, the signal s̃m(t) radiated from the mth

transmit antenna element can be expressed as

s̃m(t) =

√
E

K

K∑

k=1

cmkφk(t), m = 1, . . . ,M. (3.9)

The signal model (3.9) servers as the foundation of the TB-based MIMO radar AF

defined in the following chapter. To make it complete, the whole signal processing

model of the TB-based MIMO radar is presented here.

At the receiving end, the N × 1 complex vector of array observations can be

expressed as

xbeam(t, ς) =
L∑

l=1

r̃l(t, ς)b(θl) + z(t, ς) (3.10)

where

r̃l(t, ς) =

√
E

M
αl(ς)Dl(ς)

(
CT a(θl)

)T
φ(t) (3.11)

and other variables as well as parameters are the same as that in the traditional

MIMO radar signal model part.

By matched filtering xbeam(t, ς) to each of the original orthogonal waveforms

φk(t), k = 1, . . . , K, the received signal component associated with each of the

transmitted waveforms can be expressed as

xbeam,k(ς) ,
∫

T
xbeam(t, ς)φ∗

k(t)dt

=

√
E

M

L∑

l=1

αl(ς)Dl(ς)
(
cT

k a(θl)
)
b(θl) + z̄k(t, ς) (3.12)
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where the N × 1 noise term can be expressed as

z̄k(t, ς) ,
∫

T
z(t, ς)φ∗

k(t)dt. (3.13)

By stacking all the K match-filtered components (3.12) into one column vector,

the KN × 1 virtual data vector ybeam can be obtained as

yTB(ς) ,
[
xT

beam,1(ς), . . . ,x
T
beam,K(ς)

]T

=

√
E

M

L∑

l=1

αl(ς)Dl(ς)uTB(θl) + z̄(ς) (3.14)

where uTB , (CT a(θ)) ⊗ b(θ) is the KN × 1 virtual steering vector of the TB-

based MIMO radar and z̄(ς) , [z̄1(ς), . . . , z̄K(ς)]T is the KN × 1 noise term whose

covariance is given by σ2
z
IKN .

3.3 Preliminaries of TB designs

Some TB design strategies have been developed in the past few years [8,9,12,15,105],

and the way of designing the TB matrix C depends on the objective of radar designer.

For example, desired beampattern (possibly flat) or perfect phase rotations among

synthesized beams for DOA estimation may be required. In the following, we present

the spheroidal sequences-based and the convex optimization-based methods [8] as

two examples. The former ensures to achieve perfect beampattern, while the latter

aims at approximating desired (possibly linear) phase rotations.

3.3.1 Spheroidal sequences-based design

The spheroidal sequences-based method aims at maximizing the ratio between the

energy radiated within the desired spatial sector Ω and the total transmit energy

for each of the synthesized transmit beams. For the kth (k ∈ {1, . . . , K}) transmit

beam, it can be formulated as the following optimization problem [8]

max
ck

cH
k Ack

∫ π

2

− π

2

|cH
k a(θ)|

2
dθ

(3.15)
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where the nonnegative matrix A is defined as

A ,

∫

Ω

a(θ)aH(θ)dθ. (3.16)

The solution to this method is found to be composed of the K eigenvectors of

the matrix A, corresponding to its K largest eigenvalues, i.e.,

C = [v1, . . . ,vK ] (3.17)

where {vk}K
k=1 are the K principal eigenvectors of the negative matrix A. This means

that the number of transmitted waveforms in the TB-based MIMO radar is taken as

the number of effective eigenvalues of the matrix A. This effectiveness is guaranteed

by enabling the sum of the K largest corresponding eigenvalues to exceed a certain

percentage (e.g., 99%) of the total sum of all eigenvalues of A.

It is worth noting that this nonadaptive method can be used as the foundation

for other derived TB designs that require good beampattern while achieving other

goals at the same time. For example, the TB matrix C in (3.17) can be used as a

quiescent beamspace matrix for jammer suppression [96].

3.3.2 Convex optimization-based design

The convex optimization-based design, which employs convex optimization techniques,

formulates the TB design as a certain type of convex optimization problem such

as second-order cone programming (SOCP) or semi-definite programming (SDP)

[57] problem. The presented convex optimization-based TB strategy is obtained

in the form of an SOCP optimization problem. The objective is to minimize the

largest difference between the designed and the desired phase rotations among the

synthesized transmit beams with their directions towards the sector-of-interest Ω,

while minimizing (or keeping fixed) the energy transmitted in the out-of-sector area

Ω at the same time [8]. Mathematically, the constrained optimization problem for

finding the corresponding TB matrix C can be expressed as

min
C

max
i

∥∥∥CHa(θi) − d(θi)
∥∥∥, θi ∈ Ω, i = 1, . . . , I

s.t.
∥∥∥CHa(θj)

∥∥∥ ≤ γ, θ̄j ∈ Ω, j = 1, . . . , J
(3.18)

where d(θ) is the presumed vector of size K × 1 that guarantees the desired phase

rotation property of transmit beamforming, Ω combines a continuum of all out-
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of-sector directions that lie outside Ω, γ is the parameter of the user choice that

characterizes the worst acceptable level of transmit power leakage in the out-of-

sector region, I and J are the numbers of grids of angles within and outside the

sector-of-interest Ω, respectively, and ‖·‖ is the Euclidean norm. Note that other

TB methods using convex optimization techniques can also be proposed, if proper

objective function and constraints are elaborated.

3.3.3 Essence of TB designs

The correlated waveforms S(t) , [s̃1(t), . . . , s̃M(t)] can also be designed directly

[105]. To achieve good Doppler tolerance of the waveforms, spectral constraints

can be enforced in the designing process [106]. In essence, both the TB matrix

design and the direct correlated waveforms design can be understood as achieving an

optimal (in some predetermined sense) covariance matrix Rd that can be expressed

as Rd = CCH or as Rd = E{S(t)SH(t)} with E{·} standing for the expectation

operator. In contrast to designing the covariance matrix Rd directly [9], the TB-based

approach enables us to define and investigate the AF of the TB-based MIMO radar.
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4 The TB-based MIMO radar AF

In this chapter, we first introduce the AF of the TB-based MIMO radar, then we

establish the relationships among the so-defined AF and the previous works on AF

including the well-known Woodward’s AF, the traditional MIMO radar AF, and the

PA radar AF.

4.1 AF Definition and Implication

4.1.1 Definition

We consider the most common radar scenario of far-field targets and narrow-band

waveforms, and assume that the TB-based MIMO radar is operating at the frequency

fc. For a point target located at the position p, the received signal at the jth receive

antenna element before demodulation to the base band can be written as

r̃j(t,p) =
M∑

m=1

αmj s̃m(t− τmj(p))

× exp{j2πfc(t− τmj(p))} + z̃j(t) (4.1)

where αmj is the complex reflection coefficient for the (m, j)th transmit-receive

channel, τmj(p) is the two-way time delay of the (m, j)th transmit-receive channel

due to the target location at p, s̃m(t− τmj(p)) is the time-delayed version of s̃m(t)

that has been defined in (3.9), and z̃j(t) is the noise observed by the jth receive

antenna element.

Let us assume that the target is moving, and its velocity and moving direction

are depicted by the vector v. For the sake of brevity, we exploit Θ to denote

the parameter of a variable in the following derivation if it is determined by both

the target position p and the velocity vector v. Considering the effect of target

motion on Doppler in (4.1) and using also (3.9), the received signal after performing

demodulation to the baseband can be expressed as

r̂j(t,Θ) =

√
E

K

M∑

m=1

K∑

k=1

αmjcmkφk(t− τmj(p))exp{−j2πτmj(p)(fc + fmj(Θ))}

× exp{j2πfmj(Θ)t} + zj(t) (4.2)

where fmj(Θ) is the Doppler shift of the target due to the (m, j)th transmit-receive

channel and zj(t) is the white Gaussian noise with power σ2
z observed at the jth
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receive antenna element after demodulation.

At the receiving end, a bank of matched filters is employed due to the fact

that the received signal is a sum of the reflected echoes associated with the known

transmitted waveforms. The optimal detector is a filter matched to a specific set of

target parameters. Therefore, by matched filtering r̂j(t,Θ) to each of the waveforms

φk(t), k = 1, . . . , K with a specific target parameter Θ′, namely, φk(t,Θ′), k =

1, . . . , K, the received signal component associated with the ith transmitted waveform

can be obtained as

r̄ji(Θ,Θ′) =
∫
r̂j(t,Θ)φ∗

i (t,Θ
′)dt

=

√
E

K

M∑

m=1

K∑

k=1

αmj

∫
cmkφk(t− τmj(p))φ∗

i (t− τq(i)j(p
′))exp{−j2πτmj(p)

× (fc + fmj(Θ))}exp{j2πτq(i)j(p
′)(fc + fq(i)j(Θ

′))}

× exp{j2π(fmj(Θ) − fq(i)j(Θ
′))t}dt+ z̄ji(t)

, r̄′
ji(Θ,Θ′) + z̄ji(t) (4.3)

where q(i) is the equivalent transmit phase center for the ith transmitted waveform

and z̄ji(t) is the noise after matched filtering.

Let us define the AF as the square of coherent summation of all the noise-free

matched filtering output pairs (j, i), j = 1, . . . , N and i = 1, . . . , K. Thus, the AF of

the TB-based MIMO radar can be mathematically expressed as

χ(Θ,Θ′) ,

∣∣∣∣∣∣

N∑

j=1

K∑

i=1

r̄′
ji(Θ,Θ′)

∣∣∣∣∣∣

2

=

∣∣∣∣∣∣

√
E

K

N∑

j=1

K∑

i=1

M∑

m=1

K∑

k=1

αmj

∫
cmkφk(t− τmj(p))φ∗

i (t− τq(i)j(p
′))

× exp{−j2πτmj(p)(fc + fmj(Θ))}exp{j2πτq(i)j(p
′)(fc + fq(i)j(Θ

′))}

× exp{j2π(fmj(Θ) − fq(i)j(Θ
′))t}dt

∣∣∣∣∣∣

2

. (4.4)

Introducing an M ×K matrix R whose (m, i)th element is defined as

[R]mi(Θ,Θ′,C, j) ,

√
E

K

K∑

k=1

cmk

∫
φk(t− τmj(p))φ∗

i (t− τq(i)j(p
′))

× exp{j2π(fmj(Θ) − fq(i)j(Θ
′))t}dt (4.5)
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the TB-based MIMO radar AF (4.4) can be simplified as

χ(Θ,Θ′) =

∣∣∣∣∣∣

N∑

j=1

K∑

i=1

M∑

m=1

αmj[R]mi(Θ,Θ′,C, j)exp{−j2πτmj(p)(fc + fmj(Θ))}

× exp{j2πτq(i)j(p
′)(fc + fq(i)j(Θ

′))}

∣∣∣∣∣∣

2

. (4.6)

4.1.2 Implication

The TB-based MIMO radar AF (4.6) is composed of square of summation terms,

and each summation term contains two more components in addition to the complex

reflection coefficient part. One is the match-filtered component denoted by the

matrix R that has been expressed by (4.5), which stands for the effect of waveform

properties, i.e., the auto- and cross-correlations of the transmitted waveforms, and

their Doppler tolerance. The other component is composed of the last two exponential

terms in (4.6), and it stands for the phase shift information due to the relative target

position and motion with respect to the transmit and receive arrays. The TB-based

MIMO radar AF (4.6) can also be understood as follows. The mth transmit antenna

element emits a compound signal that contains all the K orthogonal waveforms, and

these waveforms are windowed by the elements of the mth row in the TB matrix C.

Consequently, the matrix R should be of size M ×K, meaning that the TB matrix

C has been employed to transform the original K×K matrix of waveform properties

to R. This presents the most significant difference that distinguishes the TB-based

MIMO radar AF from the traditional MIMO radar AF. Therefore, the AF defined

in [21] is not applicable to the TB-based MIMO radar.

The main objective of incorporating phase shift information in (4.6) is for taking

into account the property of coherent processing introduced by the colocated array

geometry and the specific radar configuration. Therefore, if the ith equivalent transmit

phase center is selected to be the position of the ith transmit antenna element, it

matches the way of processing in the traditional MIMO radar. If the position of

the first (or the reference) transmit antenna element is selected, then it matches the

case in the PA radar. The equivalent transmit phase centers of the TB-based MIMO

radar depend on the exact form of the TB matrix C. By properly designing the

matrix C and the equivalent transmit phase centers, the AF (4.6) can serve as the

AF of the PA, the traditional MIMO, and the TB-based MIMO radars. Hence, it can

be viewed as a generalized AF form for the currently existing radar configurations.
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4.2 Simplification and relationships with other AFs

4.2.1 AF simplification

The standard assumption of far-field targets and narrow-band waveforms is used

in this thesis. The antenna elements of the transmit and receive arrays have loca-

tions {qT,1, . . . ,qT,M} and {qR,1, . . . ,qR,N} in three-dimensional Cartesian coordi-

nate system, respectively. The equivalent transmit phase centers are assumed to

have locations {qTE,1, . . . ,qTE,K}. Here qT,i, i = 1, . . . ,M ; qR,i, i = 1, . . . , N ; and

qTE,i, i = 1, . . . , K are all 1 × 3 vectors. In addition, we let u(Θ) be a unit-norm

direction vector pointing from the transmit/receive array to the target identified by

the parameter Θ.

We can neglect the effect of target reflection coefficients for different transmit-

receive channels, i.e., assume that all αmj are equal to one. This assumption is valid

because the contributions of transmit-receive channels to the TB-based MIMO radar

AF are constant at any given time t under the standard case of far-field targets and

narrow-band waveforms. The effect of αmj on the TB-based MIMO radar AF is

still constant even when considering multiple pulses and inter-pulse varying target

reflection coefficients if wide pulse is employed and no range foldering [22] occurs.

Then the AF (4.6) can be simplified as

χ(Θ,Θ′) =
∣∣∣aH

R (Θ)aR(Θ′)
∣∣∣
2∣∣∣aH

T (Θ)RaTE(Θ′)
∣∣∣
2

(4.7)

where the (m, i)th element of the M ×K matrix R is expressed as

[
R
]

mi
(∆τ,∆fd,C) =

√
E

K

K∑

k=1

cmk

∫
φk(t)φ∗

i (t− ∆τ)exp{j2π∆fdt}dt (4.8)

and (·)H denotes the conjugate transpose. Here also ∆τ , τ(p) − τ(p′), ∆fd ,

f(Θ) − f(Θ′), and

aT(Θ) ,
[
exp

{
ũT (Θ)qT,1

}
, . . . , exp

{
ũT (Θ)qT,M

}]T
(4.9)

aR(Θ) ,
[
exp

{
ũT (Θ)qR,1

}
, . . . , exp

{
ũT (Θ)qR,N

}]T
(4.10)

aTE(Θ) ,
[
exp

{
ũT (Θ)qTE,1

}
, . . . , exp

{
ũT (Θ)qTE,K

}]T
(4.11)

are the M×1 transmit steering vector, the N×1 receive steering vector, and the K×1

equivalent transmit steering vector, respectively, with ũ(Θ) , j2πf ′(Θ) · u(Θ)/c
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and f ′(Θ) , fc + f(Θ). The dependence of R from ∆τ,∆fd, and C is not shown

in (4.7) for brevity, and the subscript indices for τ and f are omitted since we consider

the case of far-field target and narrow-band waveforms.

It is known that the Woodward’s AF for a single waveform u(t) can be expressed

as

χ(τ, fd) =
∫
u(t)u∗(t− τ)exp{j2πfdt}dt. (4.12)

Based on this expression, we can define the K ×K matrix χ(τ, fd) as the AF matrix

of the K orthogonal waveforms for the TB-based MIMO radar. The (j, k)th element

of χ(τ, fd) is given by

[χ]jk(τ, fd) =
∫
φj(t)φ

∗
k(t− τ)exp{j2πfdt}dt. (4.13)

Using (4.8) and (4.13), the AF (4.7) can be expressed as

χ(Θ,Θ′) =
E

K

∣∣∣aH
R (Θ)aR(Θ′)

∣∣∣
2∣∣∣aH

T (Θ)Cχ(∆τ,∆fd)aTE(Θ′)
∣∣∣
2

(4.14)

where χ(∆τ,∆fd) is the K ×K matrix whose elements are obtained from (4.13) by

changing the parameters τ and fd into ∆τ and ∆fd, respectively. Realizing that

∆τ and ∆fd depend on Θ and Θ′, we employ these two parameters to denote the

TB-based MIMO radar AF. In the following, we show how the derived AF is a

generalization of the widely used AF results for different radar configurations.

4.2.2 Relationship with Woodward’s AF

Equation (4.14) establishes the connection between the TB-based MIMO radar AF

and the well known Woodward’s AF. The TB matrix C transforms the original trans-

mit steering vector of length M into a new one of length K. Both the transformed and

the equivalent transmit steering vectors are acting on the K waveforms’ Woodward

AF matrix, representing both the coherent transmit processing gain and the waveform

diversity. Equivalently, we can say that each AF is windowed by the product of

a coherent processing gain and an equivalent transmit phase term. To be precise,

for the jth and kth waveforms, the quantity [χ(∆τ,∆fd)]jk, j, k ∈ {1, . . . , K} is

windowed by the product of the jth coherent processing gain, namely, Υj , aH
T (Θ)cj

and the kth equivalent transmit phase term which is denoted by the kth element of

aTE(Θ′).
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4.2.3 Relationship with the traditional MIMO radar AF

Equation (4.14) establishes the connection between the TB-based MIMO radar AF

and the traditional MIMO radar AF. If the number of transmitted waveforms K

is increased to M , C is simply the M ×M identity matrix IM , and the equivalent

transmit phase centers are selected to be the positions of the M individual transmit

antenna elements, then the TB-based MIMO radar AF (4.14) becomes the following

form

χMIMO(Θ,Θ′) =
E

M

∣∣∣aH
R (Θ)aR(Θ′)

∣∣∣
2∣∣∣aH

T (Θ)χ(∆τ,∆fd)aT(Θ′)
∣∣∣
2

(4.15)

which denotes the traditional MIMO radar AF and has exactly the same form as

the AF definition in [21] except for the magnitude term. This term represents the

general expression of the transmit power allocation for the traditional MIMO radar.

Therefore, if E is selected to be equal to M , the expression (4.15) and the definition

of AF in [21] have identical expressions. Furthermore, the TB-based MIMO radar

AF (4.14) also shows compatibility with the traditional MIMO radar with K uniform

subarrays [7], if C is properly designed to be a block diagonal TB matrix whose

block diagonal elements are associated with the subarrays. The equivalent phase

centers in this case are selected as the centers of subarrays.

4.2.4 Relationship with the PA radar AF

Equation (4.14) also establishes the connection between the TB-based MIMO radar

AF and the PA radar AF. If the number of transmitted waveforms K is decreased

to 1, C becomes just a beamforming weight vector w, and the equivalent transmit

phase center is selected to be the first (or the reference) transmit antenna. Then the

TB-based MIMO radar AF takes the following form

χPA(Θ,Θ′) = E
∣∣∣aH

R (Θ)aR(Θ′)
∣∣∣
2∣∣∣aH

T (Θ)wχ(∆τ,∆fd)
∣∣∣
2

(4.16)

where χ(∆τ,∆fd) is the Woodward’s AF for the only transmitted waveform in PA

radar. Equation (4.16) is also obtained from (4.13) by changing the parameters τ and

fd into ∆τ and ∆fd, respectively. Considering that the magnitude of the equivalent

transmit phase center in the PA mode is constant, it can be neglected when deriving

(4.16). Consequently, the TB-based MIMO radar AF defined in this thesis serves

as a universal AF definition for the traditional MIMO radar (with subarrays) and

the PA radar. Moreover, this generalized AF definition can be expressed using the
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Woodward’s AF matrix which links it to the Woodward’s AF.

Compared to the traditional MIMO radar AF in [23] which defines it as the

sum of squared noise-free match-filtered outputs, the TB-based MIMO radar AF

(4.14) incorporates phase shift information introduced by the array geometry and the

relative motion, and furthermore exploits the square of summation of all the auto-

and cross-AF terms of the K waveforms as the TB-based MIMO radar AF metric.

This operation enables it to obtain lower-level relative sidelobes in the Doppler-delay

domain than that of the AF in [23]. The reason lies in the mathematical expression

itself and the waveform orthogonality. Moreover, the TB-based MIMO radar AF

(4.14) conforms to the practically known fact that all the matched filtering outputs

for each pair of two different waveforms are mixed together at the receiving end. Thus,

the TB-based MIMO radar AF (4.14) is a more practical and suitable AF metric.

On the other hand, the existing AF definitions in [21] and [23] for the traditional

MIMO radar and the AF defined here for the TB-based MIMO radar are all based

on the Woodward’s AF.

4.3 New TB design

The existing TB strategies are designed based on zero-Doppler and zero-delay AF

cut, i.e., only spatial information is incorporated in the designs. Therefore, we can

also control the relative sidelobe levels of the TB-based MIMO radar AF by enforcing

additional constraints on different Doppler and delay bins during the design process

of the TB matrix C. For example, if the relative sidelobes of the TB-based MIMO

radar AF within certain Doppler and delay sectors-of-interest F and D are desired

to be kept below a certain level, the TB strategy (3.18) can be redesigned by solving

the following optimization problem

min
C

max
i

∥∥∥CHaT(θi) ⊙ aTE(θi) − d(θi)
∥∥∥, θi ∈ Ω, i = 1, . . . , I (4.17a)

s.t.
∥∥∥CHaT(θj) ⊙ aTE(θj)

∥∥∥ ≤ γ, θ̄j ∈ Ω, j = 1, . . . , J (4.17b)
∣∣∣aH

T

(
ϑ0, f

0
d

)
Cχ

(
(∆τ)p, (∆fd)q

)
aTE

(
ϑĩ, (fd)q

)∣∣∣ ≤ δ (4.17c)

(∆τ)p ∈ D, p = 1, . . . , P

(∆fd)q ∈ F, q = 1, . . . , Q

ϑĩ ∈ Ω̃, ĩ = 1, . . . , Ĩ

aH
T

(
ϑ0, f

0
d

)
CaTE

(
ϑ0, f

0
d

)
= K (4.17d)
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where ϑ0 and f 0
d are respectively the spatial angular vector and the Doppler frequency

of the target, Ω̃ combines the spatial region of interest where the AF sidelobes

need to be suppressed using Ĩ grids of spatial directions {ϑĩ ∈ Ω̃, ĩ = 1, . . . , Ĩ},

{(∆τ)p ∈ D, p = 1, . . . , P} and {(∆fd)q ∈ F, q = 1, . . . , Q} are grids of delay and

Doppler used to approximate the sectors-of-interest D and F by finite numbers

of P and Q delay and Doppler bins, respectively, (fd)q , (∆fd)q + f 0
d , δ is the

parameter of user choice that characterizes the sidelobe levels of the AF in the

intersection of D, F, and Ω̃, and ⊙ denotes the element-wise product. It is worth

noting that for a certain set of designed waveforms and a fixed group of parameters

((∆τ)p, (∆fd)q), p ∈ {1, . . . , P} and q ∈ {1, . . . , Q}, the matrix χ((∆τ)p, (∆fd)q) in

(4.17) can be easily known from (4.13). This motivates us to further explore the

“clear region” bound of the TB-based MIMO radar AF which is studied in the next

chapter.
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5 “Clear region” analysis of the TB-based MIMO

radar AF

The Siebert’s self-transform property [20] expressed by the following equality

|χ(σ, ν)|2 =
∫∫ ∞

−∞
|χ(τ, fd)|2exp{−j2πντ + j2πfdσ}dτdfd (5.1)

holds for the Woodward’s AF, and it is required that the transform (5.1) be non-

negative when conducting the “clear region” analysis [19]. Here χ(σ, ν) is the new

Woodward’s AF generated from (4.12) by replacing the parameters τ and fd with σ

and ν, respectively. In the context of the TB-based MIMO radar, let f(σ, ν) denote

the self-transform of its AF χ(Θ,Θ′), i.e.,

f(σ, ν) =
∫∫ ∞

−∞
χ(Θ,Θ′)exp{−j2πν∆τ + j2π∆fdσ}d∆τd∆fd. (5.2)

Normally, the TB-based MIMO radar AF (4.14) has negative terms in its expansion.

Therefore, the transform (5.2) contains negative terms. Realizing this fact, it becomes

clear that in general it is not guaranteed that f(σ, ν) is non-negative. However, it

is needed in order to derive the “clear region” bound of the TB-based MIMO radar

AF. Hence, to see how large the maximum achievable “clear region” of the TB-based

MIMO radar AF is, we identify two limiting cases which both enable f(σ, ν) to

be non-negative. In the first case, we only consider the squared AF terms in the

expansion of (4.14). It is later shown that this case achieves the smallest “clear region”

and has high relative sidelobe levels. Thus, it can be considered as the worst-case for

the “clear region” bound of the TB-based MIMO radar AF defined in this thesis. In

the second case, we assume that all the cross-AFs of the K waveforms are zero, i.e.,

we can ignore the effects of the components in the AF expansion of (4.14) that are

associated with the sidelobes resulting from different pairs of waveforms. This case

represents the best situation for the “clear region" bound of the TB-based MIMO

radar AF. However, it can never be achieved because in general more than one

waveforms is transmitted in the TB-based MIMO radar system. The actual maximum

achievable “clear region” bound of the TB-based MIMO radar AF is in between that

of these two cases, and it depends on the level of the non-squared terms of the AF

expansion which are windowed by the coherent processing gains and the equivalent

transmit phase terms.

In the remaining part of this chapter, we analyze the worst- and best-case “clear



31

region”. We first derive the bounds for these two cases, then we conduct the analysis

based on these two bounds. The superscripts (·)I and (·)II are used for denoting the

quantities with respect to the worst- and best-cases, respectively.

5.1 Worst-case bound

In the worst-case, in order to find the maximum achievable sidelobe-free area in

Doppler-delay domain, we specify the following relaxed conditions on the auto- and

cross-AFs





∫∫
A |[χ]jj(τ, fd)|2dτdfd ≃

∫∫

(0,0)

|[χ]jj(τ, fd)|2dτdfd , Vj

∫∫
A |[χ]jk,j 6=k(τ, fd)|2dτdfd ≃ 0

(5.3)

where A denotes the convex and centrosymmetric region of integration in the Doppler-

delay plane. Here, we define the volume of the TB-based MIMO radar AF over the

integral region A as

VTB(A) ,
∫∫

A
χ(Θ,Θ′)d∆τd∆fd. (5.4)

In the following derivation, we assume that all the K waveforms are sharing the

same bandwidth and time duration, meaning that the integration of the auto-AF for

each waveform over region A has a fixed volume V0, i.e., Vj = V0, ∀j ∈ {1, . . . , K}.

By substituting (4.14) into (5.4), the volume of the TB-based MIMO radar AF for

the worst-case scenario can be expressed as

V I
TB(A) ≃

E

K

∣∣∣aH
R (Θ)aR(Θ′)

∣∣∣
2
∫∫

A

(
K∑

k=1

|Υk|2
)

|[χ]kk(∆τ,∆fd)|2d∆τd∆fd

=
E

K

∣∣∣aH
R (Θ)aR(Θ′)

∣∣∣
2
(

K∑

k=1

|Υk|2
)
V0 (5.5)

, VK (5.6)

where Υk , aH
T (Θ)ck, k ∈ {1, . . . , K} is the kth coherent processing gain that has

been defined before.

Employing the Siebert’s self-transform property (5.1) and Parseval’s theorem,

under the condition that ψ(τ, fd) is any quadratically integrable function whose
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Fourier transform is

Ψ(τ, fd) =
∫∫ ∞

−∞
ψ(σ, ν)exp{−j2πντ + j2πfdσ}dσdν (5.34)

the following transform

∫∫

A
χ(Θ,Θ′)φ(∆τ,∆fd)d∆τd∆fd

=
E

K

∫∫

A′

∣∣∣aH
R (Θ)aR(Θ′)

∣∣∣
2

K∑

k=1

K∑

j=1

|ΥkaTE(j)|2

× [χ]∗kk(∆τ,∆fd)[χ]jj(∆τ,∆fd)Ψ(∆τ,∆fd)d∆τd∆fd (5.35)

, V I′

TB(A′)

holds.

Under the assumption that A is convex, symmetric around the origin, and

furthermore contains a delta function at the origin, it can be shown using the

approach in [19] that the following inequality

V I
TB(A) >

1

4
C(A) lim

A′→0
V I′

TB(A′)

=
1

4
C(A)

N2
(∑K

k=1

∑K
j=1|ΥkaTE(j)|2

)

|aH
R (Θ)aR(Θ′)|

2
(∑K

k=1|Υk|2
)VK

=
1

4
C(A)

N2K

|aH
R (Θ)aR(Θ′)|

2VK (5.36)

holds, where C(A) denotes the area of A, and VK is defined in (5.5).

Based on (5.36) and considering the "η-clear" area that is convex and symmetric

around the origin with χ(Θ,Θ′) ≤ η, we obtain that the following inequality for the

worst-case “clear region” of the TB-based MIMO radar AF

CI

TB
(A) ≤

4VK

N2K

|aH

R
(Θ)aR(Θ′)|

2VK − 4η (5.37)

which holds if and only if

η <
N2KVK

4|aH
R (Θ)aR(Θ′)|

2 . (5.38)
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5.2 Best-case bound

In the best-case, based on the same assumptions for the transmitted waveforms as

made in the worst-case, and using also (4.14), (5.4) can be expressed as

V II
TB(A) = V I

TB(A) ≃ VK . (5.39)

Similarly, the following transform

∫∫

A
χ(Θ,Θ′)ψ(∆τ,∆fd)d∆τd∆fd

=
E

K

∫∫

A′

∣∣∣aH
R (Θ)aR(Θ′)

∣∣∣
2

K∑

k=1

|Υk|2|[χ]kk(∆τ,∆fd)|2Ψ(∆τ,∆fd)d∆τd∆fd (5.40)

, V II′

TB(A′)

holds. Under the same condition as applied in the worst-case, it can be shown that

the following inequality

V II
TB(A) >

1

4
C(A) lim

A′→0
V II′

TB(A′)

=
1

4
C(A)

N2
(∑K

k=1|Υk|2
)

|aH
R (Θ)aR(Θ′)|

2
(∑K

k=1|Υk|2
)VK

=
1

4
C(A)

N2

|aH
R (Θ)aR(Θ′)|

2VK (5.41)

holds.

Based on (5.41) and considering the "η-clear" area that is convex and symmetric

around the origin for χ(Θ,Θ′) ≤ η, we obtain the following inequality for the

best-case “clear region” of the TB-based MIMO radar AF

CII

TB
(A) ≤

4VK

N2

|aH

R
(Θ)aR(Θ′)|

2VK − 4η (5.42)

which holds if and only if

η <
N2VK

4|aH
R (Θ)aR(Θ′)|

2 . (5.43)
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5.3 Discussion

The worst- and best-case “clear region” bounds in (5.37) and (5.42) which correspond

to the two identified limiting cases indicate that they depend on the array configura-

tion, and the quantity N2/|aH
R (Θ)aR(Θ′)|2 makes these two bounds variable. The

smaller the quantity is, the larger the maximum possible “clear region” bound can be

obtained. The largest bound is achieved when this quantity is decreased to 1 as long

as the η-level condition is guaranteed.

The “clear region” bound for the worst-case indicates that the worst achievable

“clear region” of the TB-based MIMO radar AF is independent of the coherent gains,

however, it depends on the number of transmitted waveforms K under the condition

that the emitted waveforms share the same characteristic parameters and have the

same properties. In this sense, it is similar to the case of the traditional MIMO radar

AF with K mutually orthogonal waveforms that has been given in [23]. However,

the worst-case bound derived here clarifies that the worst-case “clear region” of the

TB-based MIMO radar AF is inversely proportional to the number of orthogonal

waveforms K (or the number of beams), but not the number of transmit antenna

elements M . Contrarily, the best-case “clear region” bound indicates that the ideal

“clear region” for the TB-based MIMO radar AF is independent of the waveform

number K, and it is equivalent to the case of the PA radar AF with a single waveform

that has been shown in [19].

It is worth noting from analyzing (5.5) that VK defined in (5.6) is partially

determined by the sum of squared magnitudes of the coherent processing gains

Υk, k = 1, . . . , K, which means that it is subjected to the TB matrix C employed by

the TB-based MIMO radar system. This quantity, together with the one resulted

from the receive array geometry, determines how small the η-level can be for the

TB-based MIMO radar AF. The PA radar and the traditional MIMO radar have

their own fixed forms of the TB matrices. Therefore, their AFs achieve fixed values of

volume VK under the conditions (5.3). Different from the former two, the TB-based

MIMO radar uses its own TB matrix C, which makes its maximum “clear region”

varying in the range bounded by the worst- and best-case bounds. This leads to

significant differences between the results achieved for the traditional MIMO radar

AF in [23] and that achieved for the TB-based MIMO radar AF.

The actual maximum achievable “clear region” of the TB-based MIMO radar AF

is bounded on both sides by the two identified limiting cases. The worst-case bound

becomes larger as K decreases. Consequently, there exists a tradeoff between the
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maximum achievable “clear region” and the waveform diversity for the TB-based

MIMO radar AF. Once the desired radar system and target parameters are selected,

the TB-based MIMO radar AF can be evaluated directly using its definition (4.6)

or simplification (4.14). This facilitates the radar designer to find the best tradeoff.

The worst- and best-case bounds derived in (5.37) and (5.42) also implicate that the

traditional MIMO radar AF achieves the worst maximum achievable “clear region”,

and it is approximately 1/M that of the PA radar, which agrees with the result of

[23]. It is clear that the maximum achievable “clear region” of the TB-based MIMO

radar AF is in between that of the PA and traditional MIMO radar cases.

There exist waveform design methods based on minimizing or explicitly constrain-

ing the sidelobe levels of the transmitted waveforms [22,40,45]. Hence, large “clear

region” under the “η-clear” condition can be achieved. To further obtain a larger

“clear region” for the TB-based MIMO radar AF, one can resort to the range-Doppler

sidelobes mitigation techniques. For example, receiver instrumental variable filter

[45,107,108] can be employed at the receiving end to suppress the sidelobes. However,

the attainable “clear region” depends on the exact sidelobe mitigation level.
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6 Simulation results and analyses

In this chapter, we provide numerical examples in order to demonstrate the AFs

for different radar configurations using the generalized TB-based MIMO radar AF

definition given in this thesis. Meanwhile, we also present the comparison between

the two AF metrics defined in this thesis and [23].

Throughout the simulations, we assume that uniform linear arrays of M = 8

omni-directional transmit antenna elements and N = 8 omni-directional receive

elements spaced half a wavelength apart from each other are used. Both the transmit

and receive arrays are located on the x-axis with their centers being located at the

origin. The total transmit energy E is fixed to be equal to the number of the transmit

antenna elements M . Two types of waveforms are employed for each simulation

example. One is in the form of polyphase-coded sequence [109], and the other is

in the form of Gaussian sequence. Each waveform has the same wavelength that

equals 256. We employ a single pulse for all the waveforms, and the pulse width T

is selected to be 10 ms. The time-bandwidth product BT is set to be equal to 128,

and the sampling rate fs is selected to be two times of the bandwidth, i.e., fs = 2B.

For the simulation results, we show the 2D (side view) results with polyphase-coded

waveforms in the first sub figure and three-dimensional (3D) (full view) result with

Gaussian waveforms in the second sub figure of each example. We fix both target

parameters Θ (with zero Doppler) and Θ′ in the x-y plane, and the latter is varying.

In the first four examples, both parameters are set to share the same spatial angle

θ = 0◦. While in the last two examples, both parameters are set to share the same

delay τ = 0, but Θ′ is allowed to have different spatial angles. The maximum

magnitudes of all the simulated AFs are normalized to 1, thus, the mainlobes of all

the simulated AFs are 0 dB. We use the CVX MATLAB toolbox [110] to solve the

convex optimization design problems in the last three examples.

6.1 Example 1: The difference between the TB-based MIMO

radar AF and the square-summation-form AF metrics

In the first example, we show the AF difference between the normalized TB-based

MIMO radar AF metric defined in this thesis and the AF metric defined in [23]

(see Figure 6.1). The traditional MIMO radar configuration emitting 8 single-pulse

polyphase-coded or Gaussian waveforms is employed. It can be seen from both sub

figures that the differences are almost always positive, meaning that the relative
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sidelobe levels of the AF in [23] are almost always higher than that obtained using

the AF expression defined in this thesis. The largest difference of the relative sidelobe

level for the two AF metrics reaches 4% of the normalized AF metric peak. It can be

seen from Figure 6.1(a). that the major differences are present in the area around

the AF mainlobe from the view of delay domain, and they appear in the whole area

from the view of Doppler domain. This example verifies that the traditional MIMO

radar AF metric defined in [23] leads to higher relative sidelobe levels, and it can

serve as the worst-case for the TB-based MIMO radar AF.

6.2 Example 2: The difference between the TB-based and

traditional MIMO radar AFs using the generalized AF

definition

In the second example, we show the AF difference between the normalized TB-based

MIMO radar AF and the traditional MIMO radar AF using the AF metric defined

in this thesis (see Figure 6.2). For the TB-based MIMO radar AF, we employ

the first 4 waveforms of each type. The corresponding TB matrix C is designed to

satisfy the condition that the coherent gains are of the same magnitude, but have

different phases, i.e., the RIP at the receive array is satisfied [14]. For the traditional

MIMO radar AF, all 8 waveforms of both types are used. The corresponding TB

matrix C is selected as an identity matrix. It can be seen from both sub figures that

the difference levels almost always lie far within ±1% of the normalized AF peak,

especially from the view of delay domain, meaning that the TB-based MIMO radar

AF can achieve the same or lower levels of relative sidelobes compared to that for

the traditional MIMO radar configuration. It can be seen that these differences are

smaller than the difference shown in Figure 6.1. In the following examples, it can

be seen that the different levels (±1% versus 4%) result in big differences of relative

sidelobe levels (up to 30 dB for the biggest one).

6.3 Example 3: The square-summation-form traditional MIMO

radar AF

In the third example, we show the square-summation-form traditional MIMO radar

AF metric defined in [23] using the aforementioned two types of 8 waveforms (see

Figure 6.3). It can be seen from both the 2D and 3D results that the relative sidelobe

levels of the AF using this definition are very high, ranging from about −40 dB to
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−10 dB, and they concentrate to the range from about −20 dB to −10 dB which is

identified in both sub figures by the dark red area. From the view of delay domain, it

can be seen that all the AF sidelobes in the range of delays from −6 ms to 6 ms are

above −20 dB, and the highest level of sidelobes around the AF mainlobe reaches

approximately −13 dB. While from the view of Doppler domain, it can be seen

that most of the AF sidelobes concentrate on the range from about −23 dB to

−14 dB, and they appear in the whole area because the waveforms are designed

without considering Doppler tolerance. The worst sidelobe level from this view

reaches approximately −10 dB. To maintain good Doppler tolerance, we can also

enforce spectral constraints [106] besides ensuring good waveform correlation (i.e.,

zero-Doppler cut of AF) property when designing the waveforms. However, this is

beyond the scope of our paper. We aim at showing how the simulated AFs with

different definitions behave. Hence, together with the result in Figure 6.1, this

example implicates that the square-summation-form AF metric obtains worse “clear

region” than that of the AF defined in this thesis for a given allowable sidelobe level

limit η. In other words, the sidelobe level limit for the AF in [23] can only be set to

a relatively high value as compared to that for the defined TB-based MIMO radar

AF metric in this thesis.

6.4 Example 4: The TB-based MIMO radar AF with the first

TB design

In the fourth example, we show the TB-based MIMO radar AF (see Figure 6.4).

The first 4 waveforms of each type are selected in this simulation, therefore, the

TB matrix C is of size 8 × 4. We use the convex optimization strategy (3.18)

to design the TB matrix C. The target velocity is not needed when carrying

out the optimization process, thus we employ the spatial angle θ to replace the

parameter Θ in all the steering vectors. The transmit energy is focused within

the spatial sector Ω = [−15◦, 15◦] via 4 transmit beams, the RIP is guaranteed

by selecting the presumed vector as d(θ) = [exp{µ1(θ)}, . . . , exp{µ4(θ)}]T where

µk(θ), k ∈ {1, . . . , 4} is the kth linear function of the spatial angle θ, and the

parameter that controls the level of radiated power outside Ω is selected as γ = 0.38.

It can be seen from both sub figures that the relative sidelobes of the TB-based

MIMO radar AF are dispersive. From the view of delay domain, it can be seen that

the major sidelobes around the AF mainlobe concentrate on the level of −20 dB.

While from the view of Doppler domain, it can be seen that the average level of
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major sidelobes is about −20 dB. The worst sidelobe level from this view is about

−12 dB, which is because the convex optimization design (3.18) does not consider

the factor of Doppler processing. It can also be seen from both views that the lowest

sidelobe level which is below −70 dB is much smaller compared to that in the last

example.

6.5 Example 5: The TB-based MIMO radar AF with the sec-

ond TB design

In the fifth example, we show the TB-based MIMO radar AF versus Doppler and

spatial angles (see Figure 6.5). The convex optimization strategy (3.18) is still used

to design the TB matrix C. All other simulation parameters are the same as that

used in the last example except the parameter γ is selected as 0.2. To better display

the result, we remove all the sidelobes that are below −90 dB. It can be seen from

the 3D sub figure that the TB-based MIMO radar AF has lower sidelobe levels versus

angles than that versus Doppler. From the view of angle, the AF indeed shows the

beampattern of the TB-based MIMO radar system, and the highest relative sidelobe

level in this view is about −20 dB. From the view of Doppler, the worst relative

sidelobe level is approximately 2 dB better than that in the last example, i.e., it

decrease to about −14 dB. However, it is still high due to the reason that the design

of the TB matrix does not consider the factor of Doppler processing.

6.6 Example 6: The TB-based MIMO radar AF with the

third TB design

In the last example, we show the TB-based MIMO radar AF versus Doppler and

spatial angles using the proposed TB strategy (4.17) (see Figure 6.6). We aim

at suppressing the relative AF sidelobe levels in the ranges [−0.2 kHz,−0.1 kHz]∪

[0.1 kHz, 0.2 kHz] at the spatial direction of θ = 0◦. The parameters γ and δ are

respectively selected as γ = 0.1 and δ = 0.32, ϑ = 0◦, and f 0
d = 0 kHz. All other

simulation parameters are the same as that used in the fourth example. To better

display the result, we also remove the sidelobes that are below −90 dB. It can be seen

from the 2D sub figure that the worst sidelobe level in the desired Doppler ranges is

well suppressed to below −17 dB, and the worst sidelobe level in the whole Doppler

domain which is far away from the AF mainlobe is about −15 dB. Because there is

no constraint on the sidelobe levels versus other angles except θ = 0◦ in (4.17), the
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worst sidelobe level in the whole spatial domain increases to about −15 dB. The 3D

results with Gaussian waveforms, indeed, show much lower Doppler sidelobe levels

in the desired ranges. This example verifies the tradeoffs in the TB-based MIMO

radar [33]. If more degrees of freedom are available in the TB-based MIMO radar,

for example, more antennas are employed, then more flexible relative sidelobe levels

can be achieved.
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(a)

(b)

Figure 6.1: The difference between the defined TB-based MIMO radar AF metric in
this thesis and the square-summation-form AF metric defined in [23]. Here M = 8,
N = 8, K = 8, and E = M . 8 single-pulse waveforms for the traditional MIMO radar
case are used: T = 10 ms, BT = 128, and fs = 2B. C is given as the identity matrix
IM . (a) Polyphase-coded waveforms (b) Gaussian waveforms. Positive difference
means that the AF defined in [23] has higher relative sidelobe levels.
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(a)

(b)

Figure 6.2: The difference between the TB-based and traditional MIMO radar AFs
using the generalized AF definition in this thesis. Here M = 8, N = 8, and E = M .
The first 4 single-pulse waveforms are used: T = 10 ms, BT = 128, fs = 2B.
C is designed to guarantee the rotational invariance property. The traditional
MIMO radar AF uses the total 8 waveforms and employs C as an identity matrix.
(a) Polyphase-coded waveforms (b) Gaussian waveforms.
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(a)

(b)

Figure 6.3: The square-summation-form traditional MIMO radar AF defined in [23].
Here M = 8, N = 8, and E = M . The total eight single-pulse waveforms are used:
T = 10 ms, BT = 128, and fs = 2B. (a) Polyphase-coded waveform (b) Gaussian
waveform. High relative sidelobe levels are achieved in Doppler-delay domain using
this AF.
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(a)

(b)

Figure 6.4: The TB-based MIMO radar AF with the first TB design. Here M = 8,
N = 8, K = 8, and E = M . The first four single-pulse waveforms are used:
T = 10 ms, BT = 128, and fs = 2B. C is designed using the convex optimization
method (3.18). (a) Polyphase-coded waveforms (b) Gaussian waveforms. Low relative
sidelobe levels are achieved in Doppler-delay domain using this AF.
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(a)

(b)

Figure 6.5: The TB-based MIMO radar AF with the second TB design. Here
M = 8, N = 8, K = 4, and E = M . The first four single-pulse waveforms are used:
T = 10 ms, BT = 128, and fs = 2B. C is designed using the convex optimization
method (3.18). (a) Polyphase-coded waveforms (b) Gaussian waveforms. Low level
relative sidelobe levels of AF are achieved.
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(a)

(b)

Figure 6.6: The TB-based MIMO radar AF with the third TB design. Here M = 8,
N = 8, K = 4, and E = M . The first four single-pulse waveforms are used:
T = 10 ms, BT = 128, and fs = 2B. C is designed using the convex optimization
method (4.17). (a) Polyphase-coded waveforms (b) Gaussian waveforms. Relative
sidelobe levels of AF in Doppler domain are further suppressed.



47

7 Summary

In this thesis, we have derived the AF for the recently proposed TB-based MIMO

radar which allows for obtaining waveform diversity and coherent processing gains

over a pre-defined angular sector simultaneously. Our definition is very general and

contains the AFs for the PA, traditional MIMO, and TB-based MIMO radars as

important special cases under the standard assumption of far-field targets narrow-

band waveforms. Relationships among the TB-based MIMO radar AF defined in this

thesis and the previous AF works including the Woodward’s AF, the AF defined for

the traditional colocated MIMO radar, and the PA radar AF, have been established,

respectively. We have compared our newly defined TB-based MIMO radar AF with

the existing traditional MIMO radar AFs, and have proposed a new TB design in

order to give better relative AF sidelobe levels. Two limiting cases are identified

to bound the “clear region” of the TB-based MIMO radar AF, and corresponding

bounds for these two cases have been derived, respectively. We have shown that the

“clear region” for the worst bounding case is inversely proportional to the number of

transmitted waveforms K, while the one for the best bounding case is independent

of K. The “clear region” of the TB-based MIMO radar AF, which depends on the

array configuration, is in between that of the worst- and best-cases. We have shown

in the simulation results that the square-summation-form AF leads to higher relative

AF sidelobe levels than that of the TB-based MIMO radar AF. Moreover, using the

proposed convex optimization TB design, the levels can be further reduced.
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